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About this guide

» This class prediction workflow guide is part of a series of workflow guides devel-
oped to help you to analyze your sample data using Mass Profiler Professional.
Other workflow guides available in this series include:

The Agilent Metabolomics Workflow - Discovery Workflow Guide (5990-7067EN,
Revision B) and

The Integrated Biology with Agilent Mass Profiler Professional - Workflow Guide
(5991-1909EN, Revision A, June 2013)

+ This workflow guide presents the steps to use MassHunter Qualitative Analysis
and MassHunter Profinder to find untargeted and targeted (recursive) features in
your sample data files.

+ Class prediction uses many concepts that are described in the Metabolomics
Workflow, and the Metabolomics Workflow presents steps that precede the oper-
ations used in the Integrated Biology Workflow.

» The Mass Profiler Professional and Sample Class Predictor wizards and workflow
images are based on version 12.61.

» Formatting of text that appears in the left-hand margin helps guide you through
the operations.

+ Operations are illustrated with flow charts that show you how the wizards are
navigated based on your experiment and selections.
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Before you begin

Introduction

Introduction

Class prediction is the process of building a statistical model that is used to predict
the class membership of unknown samples based on the prior analysis and interpre-
tation of abundance profiles of the features in samples with known class member-
ship. The chapters of this workflow guide follow the flow illustrated in Figure 1.
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Figure 1 Class prediction workflow

Agilent MassHunter Mass Profiler Professional is used in conjunction with Agilent
MassHunter Qualitative Analysis/DA Reprocessor or Agilent MassHunter Profinder
to build and validate class prediction models. After you create your class prediction
model using Mass Profiler Professional, you can use Mass Profiler Professional to
manually run class prediction to classify new samples.

Agilent MassHunter Sample Class Predictor adds value by automating your sample
class prediction with acquisition and helping you save time and money in your anal-
yses by providing real-time quality assurance and control of your data. With Sample
Class Predictor you can integrate the class prediction models you create using Mass



Before you begin

More information

Introduction

Profiler Professional within Agilent Data Acquisition and automatically classify new
samples.

This class prediction workflow guide is part of a series of workflow guides devel-
oped to help you to analyze your sample data using Mass Profiler Professional.
Other workflow guides available in this series include the Agilent Metabolomics
Workflow - Discovery Workflow Guide (5990-7067EN) and the Integrated Biology
with Agilent Mass Profiler Professional - Workflow Guide (5991-1909EN).

To increase your confidence in obtaining reliable and statistically significant results,
review the chapter “Prepare for an experiment” in the Agilent Metabolomics Work-
flow - Discovery Workflow Guide and make sure your analysis includes a carefully
thought-out experimental design that includes the collection of replicate samples.

The Class Prediction with Agilent Mass Profiler Professional - Workflow Guide is
part of the collection of Agilent manuals, help, application notes, and videos. The
current collection of manuals and help are valuable to users who understand class
prediction and the metabolomics workflow and who may require familiarization with
the Agilent software tools. Video tutorials for MPP provide step-by-step instructions
to analyze example GC/MS and LC/MS data files. This workflow provides a step-by-
step overview of performing class prediction using MassHunter Qualitative Analysis,
Profinder, and Mass Profiler Professional.

The following selection of publications provides materials related to class predic-
tion, metabolomics, and MassHunter software used to analyze your sample data:

* Manual: Agilent G3835AA MassHunter Profinder Software - Quick Start Guide
(G3835-90014, Revision A, December 2013)

* Manual: Integrated Biology with Agilent Mass Profiler Professional - Workflow
Guide (5991-1909EN, Revision A, June 2013)

* Manual: Integrated Biology with Agilent Mass Profiler Professional - Workflow
Guide Overview (5991-1910EN, Revision A, June 2013)

* Manual: Agilent Metabolomics Workflow - Discovery Workflow Guide
(5990-7067EN, Revision B, October 2012)

*  Manual: Agilent Metabolomics Workflow - Discovery Workflow Overview
(5990-7069EN, Revision B, October 2012)

* Manual: Agilent G3835AA MassHunter Mass Profiler Professional -

Quick Start Guide (G3835-90009, Revision A, November 2012)

* Manual: Agilent G3835AA MassHunter Mass Profiler Professional -
Familiarization Guide (G3835-90010, Revision A, November 2012)

* Manual: Agilent G3835AA MassHunter Mass Profiler Professional -
Application Guide (G3835-90011, Revision A, November 2012)

* Presentation: Advances in Instrumentation and Software for Metabolomics
Research (Advances in Instrumentation and Software for Metabolomics.pdf,
September 18, 2012)

* Presentation: Two Workflows to Support Automated Class Prediction with
Complex Samples (WP20_405_Two_Workflows_
Support_Automated_Class_Prediction.pdf, June 25, 2012)

* Presentation: Predictive Classification of Contaminants Encountered During
the Distillation of Shochu, a Distilled Beverage Native to Japan
(ASMS_2011_ThP_316.pdf, June 23, 2011)


http://www.chem.agilent.com/Library/usermanuals/Public/5990-7068EN_MetabolomicsDiscoveryWorkflow_Overview.pdf
http://www.chem.agilent.com/Library/usermanuals/Public/5990-7068EN_MetabolomicsDiscoveryWorkflow_Overview.pdf

Before you begin Introduction

 Brochure: Agilent Solutions for Metabolomics (5990-6048EN, April 30, 2012)

* Brochure: Agilent Mass Profiler Professional Software
(5990-4164EN, April 27, 2012)

 Application: Detecting Contamination in Shochu Using the Agilent GC/MSD,
Mass Profiler Professional, and Sample Class Prediction Models
(5991-0975EN, August 2, 2012)

* Application: Metabolomic Profiling of Wines using LC/QTOF MS and
MassHunter Data Mining and Statistical Tools
(5990-8451EN, June 22, 2011)

A complete list of references may be found in “References” on page 172.

This manual gives publication numbers to most references.
You can easily download the documents from the Agilent liter-
ature library.

Go to the Agilent literature library at www.chem.agilent.com/

en-US/Search/Library and type the publication number or the
publication title in the search box.

Then click the Search 2] button.

“Definitions” on page 160 contains a list of terms and their
definitions as used in this workflow.


http://www.chem.agilent.com/Library/applications/5990-7505en_hi.pdf
http://www.chem.agilent.com/Library/applications/5990-7505en_hi.pdf
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Required items

To build a class prediction model

Data files from an Agilent GC/MS

or LC/MS system
PC running Windows 7
+ Qualitative Analysis/DA Repro-
cessor or Profinder
Mass Profiler Professional
ID Browser

To automate class prediction
* PC running Windows
MassHunter Data Acquisition or
GC/MSD ChemStation Software
Sample Class Predictor Software

Required hardware

Required software

Required items

The Class Prediction with Mass Profiler Professional and Sample Class Predictor
workflow performs best when using the hardware and software described in the
“required” sections below. The required hardware and software is used to perform
the data acquisition and analysis tasks shown in Figure 2.

( Separate & | [ Feature | [ Alignment& ) [ Identify Class
Detect Finding Statistics Features Prediction
Qualitative Analysis & ID Browser MPP and SCP
Profinder i
Al d. || = |
¥
S| Ha L
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=1 | /a0 i FbF - Targeted Feature Finding
(Confirm)
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Figure 2  Agilent hardware and software used to acquire and analyze your sam-
ples following the class prediction workflow. Sample separation to class prediction
typically involves either or both GC/MS and LC/MS analyses.

* PC running Windows
* Minimum: Windows 7 (32-bit or 64-bit) with 4 GB of RAM
*  Recommended: Windows 7 (64-bit) with 8 GB or more of RAM
» Atleast 50 GB of free space on the C:\ partition of the hard drive
* An Agilent chromatography mass spectrometry system (for example, GC/MS,
LC/MS, and CE/MS) to generate the sample data files used in this workflow.

» Mass Profiler Professional Software B.12.00 or later

Mass Profiler Professional software is a chemometrics software package
designed to exploit the high information content of mass spectrometry data.
Researchers can easily import, analyze and visualize GC/MS, LC/MS, CE/MS and
ICP-MS data from large sample sets and complex MS data sets.

Mass Profiler Professional integrates smoothly with MassHunter Workstation
and ChemStation software, and is designed for analyzing data from any MS-based
application where you need to determine relationships among sample groups and
variables, including metabolomics, proteomics, food safety, environmental, foren-
sics and toxicology.
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Required items

For metabolomics and proteomics studies, the optional Agilent Pathway Architect
software helps you evaluate MS data in biological context.

* MassHunter Qualitative Analysis software, Version B.06.00 SP1 or later

MassHunter Qualitative Analysis software automatically finds and extracts all
spectral and chromatographic information from a sample, even when the compo-
nents are not fully resolved. Powerful data navigation capabilities permit you to
browse through compound-specific information in a single sample and compare
chromatograms and spectra among multiple samples. The software also includes
a customizable user interface and the capability to save, export or copy results
into other applications.

* MassHunter Profinder B.06.00 or later

MassHunter Profinder software is a feature finding application that is optimized
specifically for sample data files from TOF and Q-TOF LC/MS instruments and
allows you to easily visualize, review and edit compound results across multiple
different samples. Profinder speeds up your differential analysis workflows by
providing a batch feature extraction software tool for raw mass spectrometric
data - for TOF and Q-TOF sample data files Profinder may be used in place of Qual-
itative Analysis and DA Reprocessor.

» MassHunter Data Acquisition software, Version B.06.00 or later (this includes
MassHunter DA Reprocessor)

The DA Reprocessor program automates the application of your data analysis
methods to multiple sample data files by running a worklist which starts the Qual-
itative Analysis program for each file and method in the worklist. DA Reprocessor
is a utility that is shipped with MassHunter Data Acquisition software. DA Repro-
cessor is included on the Data Acquisition Utilities disk. See the Data Acquisition
Installation Guide for information on installing this program. The version B.0X of
the MassHunter Data Acquisition software must match the version of
MassHunter Qualitative Analysis software.

* MassHunter ID Browser B.05.00 or later

ID Browser, which is built into Mass Profiler Professional and Qualitative Analy-

sis, performs compound identification using:

» LC/MS Personal Compound Database (METLIN, pesticides, forensics)

» GC/MS libraries (NIST and Fiehn library)

» Empirical Formula Calculation using the Agilent Molecular Formula Generator
(MFG) algorithm

Compounds can be quickly and easily identified through integration within the Mass
Profiler Professional environment. ID Browser automatically annotates the entity list
and puts the compound names onto any of the various visualization and pathway
analysis tools.

10
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Optional software

Required items

» MassHunter Quantitative Analysis software, Version B.06.00 or later

The MassHunter Quantitative Analysis software supports simple and efficient
review of large multi-compound quantitation batches. A graphical “Batch-at-a-
Glance” interface facilitates navigating results by compound or sample, or
switching between the two approaches. A sophisticated quantitation engine
helps you set up over 20 different outlier criteria, and a parameter-less integrator
facilitates reliable unsupervised quantitation. The ability to filter results and focus
on outliers or questionable peak integrations significantly reduces the data
review time for large multi-compound batches. A method task editor and “Curve-
Fit Assistant” provide for simple method and multi-level calibration setup.

Agilent ChemStation software

ChemStation handles a wide variety of separation techniques such as GC, GC/
MS, LC, LC/MS, CE and CE/MS. ChemStation is a scalable data system ideally
suited for applications in all industries ranging from early product development to
quality control.

AMDIS

AMDIS is an acronym for the automated mass spectral deconvolution and identi-
fication system developed by NIST. (http://www.amdis.net) AMDIS helps analyze
GC-MS data of complex mixtures, even data with strong background ions and
coeluting peaks. AMDIS is not for use with data collected in SIM mode. AMDIS
automatically extracts pure (background free) component mass spectra from
highly complex GC-MS data files and uses these purified spectra when searching
a mass spectral library.

METLIN Personal Compound Database and Library

METLIN personal compound database and library (PCDL) contains over 25,000
compounds, including 8,000 lipids with retention times for about 700 standards.
Used with TOF and Q-TOF data, identification is enabled using accurate mass
and/or retention time database searching. Searching the MS/MS spectral library
with more than 2,200 compounds enables more confident identification. PCDL
represents a data management system designed to assist in a broad array of
metabolite research and metabolite identification by providing public access to its
repository of current and comprehensive mass spectral metabolite data.
(http://metlin.scripps.edu/)

Agilent Fiehn GC/MS Metabolomics Library

The Fiehn GC/MS Metabolomics RTL Library is a growing metabolomics-specific
library that contains searchable El spectra and retention-time indexes for approx-
imately 800 common metabolites. The Fiehn library integrates with Agilent's
other software tools for GC/MS metabolomics.

1"
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Compliance

Roles

Compliance

21 CFR Part 11 is a result of the efforts of the US Food and Drug Administration
(FDA) and members of the pharmaceutical industry to establish a uniform and
enforceable standard by which the FDA considers electronic records equivalent to
paper records and electronic signatures equivalent to traditional handwritten signa-
tures. For more information, see

http://www.fda.gov/Regulatorylnformation/Guidances/ucm125067.htm

MassHunter Data Acquisition Compliance Software includes the following features

which support 21 CFR Part 11 compliance:

» Hash Signature for data files let you check the integrity of files during a compli-
ance audit

* Roles that restrict actions to certain users

* Method Audit Trail Viewer

MassHunter Quantitative Analysis Compliance Software includes the following fea-

tures which support 21 CFR Part 11 compliance:

+ Security measures ensuring the integrity of acquired data, analysis, and report
results

» Comprehensive audit-trail features for quantitative analysis, using a flexible and
configurable audit-trail map

+ Customizable user roles and groups let an administrator individualize user access
to processing tasks

Before you begin creating methods and submitting studies, you may decide to install
MassHunter Data Acquisition Compliance Software and MassHunter Quantitative
Analysis Compliance Software.

The Quantitative Analysis Compliance program is installed separately from the
Quantitative Analysis program. See Agilent MassHunter Quantitative Analysis Com-
pliance Software Quick Start Guide (G3335-90099, Revision A, February 2011) for
instructions on installing the Compliance program.

The Data Acquisition Compliance program is installed automatically with the
MassHunter Data Acquisition software. See Agilent MassHunter Data Acquisition
Compliance Software Quick Start Guide (G3335-90098, Revision A, February 2011)
for instructions on enabling and using the MassHunter Compliance Software.

When Compliance is enabled, only certain users can perform certain actions. For
example, the user that logs on to the system to submit a study needs to have certain
Quantitative Analysis privileges to automatically build the quantitative analysis
method.

12



This section presents a sequence of steps that provide training material and an
overview that is important to understand before you perform the class predic-
tion workflow. An introduction is presented to the statistical algorithms avail-
able in class prediction.
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Prepare for class prediction

What is class
prediction?

What is class prediction?

Class prediction is the process you use within Mass Profiler Professional (MPP) to
build, validate, test, and export a class prediction model that is developed based on
the abundance profiles of the features in samples with known classification. The
class prediction model created within MPP is subsequently used by Sample Class
Predictor (SCP) to integrate class prediction within data acquisition. Using this lat-
ter, separately licensed program, you automate the prediction model for real-time
QA/QC of your samples. If you do not have a Sample Class Predictor license you can
manually process all of your data within Mass Profiler Professional.

This workflow guide helps you use Mass Profiler Professional to build a prediction
model that is used to classify samples acquired using chromatography/mass spec-
trometry. The available prediction model algorithms learn from samples that have
known functional class membership (training and validation data sets) to build a pre-
diction model that classifies new samples (test data sets) into the known classes.
Class prediction involves ten main steps:

(1) Prepare your experiment design to include a large number of replicates for
each of the known classifications so that the sample data cover a range of
variables such as operator, instrument condition, run order, sample prepara-
tion, and subject,

(2) Find the molecular features in all of your sample data files using Qualitative
Analysis/DA Reprocessor or Profinder,

(3) Create a differential analysis using Mass Profiler Professional,

(4) Recursively find the targeted features in all of your sample data files using
Qualitative Analysis/DA Reprocessor or Profinder,

(5) Partition your sample data into training and validation data sets,

(6) Recreate your differential analysis with the training data set using Mass Pro-
filer Professional,

(7) Select one or more prediction model algorithms that support your hypothesis,
experiment design, and expected interrelationships of the features among
the classifications,

(8) Build your class prediction model using the training data set and supervised
learning,

(9) Validate your class prediction model using the validation data set, known
samples that were not used during the model creation, and

(10) Apply your prediction model to samples with unknown classification.

Class prediction assigns functional classifications to your samples based on the
abundance profile of the features (compounds) identified in your training data set.
Possible classifications can include material origin, biological material maturity, pro-
duction quality, clinical and/or sample treatments, diseases, and other conditions.
Class prediction helps you:

* Predict the class membership (parameter value) of a sample

+ ldentify chemical (metabolite) signatures that discriminate well among classes

+ ldentify samples that could be potential outliers

A simple view of the class prediction workflow is illustrated in Figure 3 on page 15
starting with data acquisition through to class prediction involving either LC/MS or
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Experiment variables

Sample sets

What is class prediction?

GC/MS analyses. Find by Molecular Feature, also referred to as molecular feature
extraction (MFE) and Find by Formula (FbF) are two different algorithms used by
MassHunter Qualitative Analysis for finding compounds. All results files generated
by Agilent analytical platforms can be imported into Mass Profiler Professional for
quality control, statistical analysis and visualization, and interpretation.

Agilent hardware and software fi e e e e !
used in performing class prediction 1 Build a class prediction model |
in Mass Profiler Professional |

Separate and Detect Find Features | i
GC/MS —LC/MS Qualitative Analysis

Automate classification with
Sample Class Predictor

Figure 3  An Agilent class prediction workflow from separation to classification
involving either GC/MS or LC/MS analyses.

Experiment variables and classifications are derived from your experiment. Manipu-
lated attributes of the state of the organism are referred to as independent variables.
The biological response to the change in the attributes may manifest in a change in
the metabolic profile. Each metabolite that undergoes a change in expressed con-
centration is referred to as a dependent variable. Metabolites that do not show any
change with respect to the independent variable may be valuable as control or refer-
ence signals.

The features in a sample may be individually referred to as a compound, descriptor,
element, entity, feature, or metabolite during the various steps of the class predic-
tion workflow. When hundreds to thousands of dependent variables (e.g., metabo-
lites) are available, chemometric data analysis is employed to reveal accurate and
statistically meaningful correlations between the attributes (independent variables)
and the metabolic profile (dependent variables). Meaningful information learned
from the metabolite responses can subsequently be used for clinical diagnostics, for
understanding the onset and progression of human diseases, and for treatment
assessment. Therefore, metabolomic analyses are poised to answer questions
related to causality and relationship as applied to chemically complex systems, such
as organisms.

Robust prediction models are developed using large sample sets. Each sample set
should contain replicate samples from all of the known classifications so that the
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What is class prediction?

sample data cover a range of variables such as operator, instrument condition, run
order, sample preparation, and subject. Models developed from samples that cover a
sufficiently large range of classifications and contain a large number of replicates
can be considered to be generic to the population. The class prediction model devel-
oped using these samples can therefore be expected to be able to classify any bio-
logical sample taken from the population.

Before collecting your samples, you first determine the range of phenotypes that
your prediction model spans and then establish the number of replicate samples to
collect for each combination of phenotype and parameter condition to produce a
model that is able to handle a wide range of sample quality.

To train a prediction model, you assign classifications to each sample, find features,
and perform differential analyses until you have identified the entities and model
algorithm that is able to differentiate your training sample data into the known clas-
sifications.

After you have collected your sample data, the next step is to find the molecular fea-
tures in all of your sample data.
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Prepare your
experiment design

Natural variability

Prepare your experiment design

You start with a sound experiment design that includes a large sample set contain-
ing replicate samples from all of the known classifications. If your sample prepara-
tion includes sample treatments that can improve expression of the analytes for
your study, include replicate samples for each of the sample treatments in your sam-
ple set. A robust prediction model is generated by replicate samples that cover a
range of variables such as operator, instrument condition, run order, sample prepara-
tion, and subject.

Your data set should (1) cover the entire analytical space, (2) account for wide varia-
tions in sample quality where the data spans from good to poor due to variations in
sampling (study quality), sample preparation, and instrumental performance, and (3)
include a large number of replicates.

To increase your understanding of preparing your experiment design review, the
chapter “Prepare for an experiment” in the Agilent Metabolomics Workflow - Dis-
covery Workflow Guide. Since an understanding of natural variability and replicates
is particularly important to class prediction, these sections are also presented in this
chapter.

Before any statistical analysis is begun, it is important to understand how a sample
taken from any one specimen represents the population as a whole and how
increasing the sample size improves the accuracy of the sample set in describing
characteristics of the population.

Under identical conditions, all life systems produce a range of results. Specimens
taken from the population may show one of the following characteristics:

* Results comparable to the mean of the population (i.e., characteristics shown
by the majority of the population), for example results within £1 standard devi-
ation (~68%) from the mean.

* Results that differ significantly from those shown by the majority of the popu-
lation (i.e., characteristics that are not shown by the majority of the popula-
tion), for example results beyond +3 standard deviations (~99.7%) from the
mean.

* Results anywhere in between 1 to £3 standard deviations from the mean,
and beyond.

In many biological and biochemical systems characteristics are found to show a
probability of variation referred to as a normal distribution. Figure 4 on page 18, for
instance, shows a normal distribution of a characteristic within a population where
68% of the sampled population would be shown to have the mean characteristic
plus or minus one standard deviation (s). This natural variation of the population
response to identical conditions is referred to as natural variability. Natural variabil-
ity thus means that any single sample specimen taken from a population is not guar-
anteed to reflect the mean characteristics of the population.
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42— Natural Variability

(Shown as a Gaussian Distribution) ;'Mean ;
% — 99.7% ~ 436 ——>
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Figure 4  Natural variability shown as a Gaussian (normal) distribution. Depend-
ing on the predefined requirement for significance, if the mean of a sample set is
beyond +2s from the natural variation there may be a significant effect. Similarly, if a
particular observation routinely falls beyond +2s from the natural variability of the
data the change producing the effect may be considered significant.

Natural variability occurs from inherent randomness and unpredictability in the natu-
ral world. Natural variability is found in all life and natural sciences and in all forms

of engineering. For example, a population of plants grown under identical conditions
of illumination, precipitation, and nutrient availability shows a range in growth mass
per day. This range of variable growth mass may be expressed as a mean where 95%
of the population is expected to show a natural range of variability within two stan-
dard deviations of the mean (see Figure 4).

In other words, for a set of fixed attributes (independent variables), a representative
set of samples taken from the population of plants shows a natural variability in the
dependent variable, such as daily growth mass. When an experiment is undertaken
where plants from the same population are subject to variations in the fixed attri-
butes, the plants response shows a change in growth mass in addition to their natu-
ral variability in growth mass. Thus if the entire population is sampled, two adjacent
normal distributions are obtained with means reflecting the plant growth mass
under the two conditions (see Figure 5). Such unpredictability in the measurable
variability of any biochemical expression must not be mistakenly correlated with
deliberate variations of an independent variable.

Control Experimental Change
Natural Viriahiliny Neturad Variahilin

Mean of the data sets are different

Figure 5  Natural variability of populations that are subject to two different exper-
imental conditions where the mean of each data set falls outside of the mean +3s of
the other data set.
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Replicate data

Prepare your experiment design

During your class prediction experiment the natural variability of the data represent-
ing a population must be understood in order to confidently express your experimen-
tal correlation. The investment of time and resources in performing statistical
analyses and class prediction requires that the natural variability of the subject
specimen be known or reasonably estimated so that the results of the analysis may
be conclusively shown to be either within the natural variability (no correlation) or
outside of the natural variability and therefore provide for a degree of correlation
with the independent variable(s).

Experimental data collection that does not incorporate consideration of the natural
variability of the data does not yield meaningful results. Thus, crucial to the class
prediction workflow, as with all statistical data treatments, is an understanding and
well planned collection of the data; without that, the results follow the adage “gar-
bage in, garbage out.”

Replicate sampling and measurement of many specimens from the population is the
only way to estimate the natural variability of your data. No guarantee exists that a
single sample specimen from a population represents the mean of the population.
Therefore to create the most confident class prediction model possible many sample
specimens from the population are necessary. Any single sample from a population
with a natural variability shown in Figure 4 on page 18 has a 99.99% chance that it
lies within four standard deviations (+4s) of the mean of the true population, but in
fact that single sample may on a rare occasion fall even further from the population
mean.

If ten (10) samples are taken from the population, the mean of these samples pro-
duces a statistically more accurate approximation of the true mean of the popula-
tion. The accuracy of the approximation of the true population mean proportionally
improves with more samples. The true value of the population mean is achieved only
if the entire population is sampled. However, sampling the entire population is not
typically feasible because of constraints imposed by time, resources, and finances.
On the other hand, evaluating fewer samples increases the chance of false negative
and false positive correlations from your experiment.

Too few samples may lead to an incorrect conclusion; you may have an inaccurate
class prediction model. Figure 6 on page 20 shows that if too few samples are evalu-
ated, and if these samples just happen to be samples lying far from the mean
because of natural variability, an incorrect conclusion may be drawn that the change
in the independent variable produced no significant change in the response. The
estimate of the standard deviation of the sample mean estimate of a population
mean (standard error) is equal to the standard deviation of the samples divided by
the square root of the number of samples (Equation 1).

Equation 1 SE = 6/(JN)

where SE = standard error of the population; G = standard deviation; and NV =
number of samples.
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Acquire your sample data
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Large sample sizes lead to more confident conclusions; you create a more accurate
class prediction model. As the sample size increases, the likelihood that the data
approximates the true response of the population increases. The standard deviation
of the sample may become smaller, and the likelihood of making a correct correla-
tion between cause and effect is improved (Equation 2).

Equation 2 c =

where G = standard deviation; N = number of samples; x; = the value of an indi-

vidual sample; and )_( = mean (or average) of all N samples.
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Figure 6  Replicate data are necessary to distinguish whether the represented
populations actually show significant differences. The three data points in the region
of overlap of the natural variability may, if too few replicates are selected, lead to a
result suggesting a less significant difference in the populations.

Successful application of class prediction analyses depends on the availability of
sufficient replicate samples and specimens. Coupled with an understanding of the
systems under study and a well planned collection of the samples and concomitant
data, the statistical data treatment of the replicate samples is the backbone of the
class prediction workflow. A sufficient set of replicate data, ten (10) or more repli-
cates, may provide a significant answer to the hypothesis and prevent a total loss of
time and resources invested in performing the described statistical analyses.

For your class prediction model it is recommended to acquire at least ten (10) repli-
cates for each combination of phenotype and parameter condition (within an inde-
pendent variable or within each permutation of parameters when more than one
independent variable exists). Too few samples increase the chance for obtaining a
false negative or false positive sample classification result.
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Features of the example
experiment

Prepare your experiment design

This class prediction workflow is illustrated using a metabolomics experiment with
one independent variable (parameter name) containing four conditions (parameter
values). The class prediction workflow used to generate results from this experiment
helps you use MassHunter Qualitative Analysis, DA Reprocessor, Profinder and
Mass Profiler Professional to perform class prediction with your own sample data
files.

The example experiment used in this workflow guide presents an analysis of a
metabolomic response to changes in a single independent variable, also referred to
as a parameter. The data was acquired using four (4) parameter values for the inde-
pendent variable. The parameter values consist of a single control data set that rep-
resents the organism without perturbation and data sets from three variations
where the organism is subject to one of three conditions established by the experi-
ment design.

An ideal experiment involves at least ten (10) replicates for each parameter value.
Thus, an ideal experiment with a single parameter and four parameter values has a
data sample size of at least forty (40) samples. In this example the minimum sam-
pling conditions are met with ten replicates per parameter value. The sample data
files are organized in a set of folders under C:\MassHunter\Data as illustrated in
Figure 7.
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Figure 7  Example file list used in this workflow guide. Four files are selected to
use to validate the class prediction model.
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Supervised learning and final
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Select training and validation data sets

The process of learning feature abundance profiles from known sample data is
called training. Training requires a data set in which class membership of the sam-
ples are known. To build a class prediction model you start with a sound experiment
design that includes a large sample set containing replicate samples from all of the
known classifications. Provided that you have sufficient replicates for each of your
classes, you begin training by setting aside a subset of your sample data, typically
one or more sample data files representing each of the classifications, to use as a
validation data set. The remainder of the data, the training data set, is used to train
your prediction model. The training sample data files are used to build your class
prediction model; the validation data files are used as a final quality inspection of
your class prediction model.

Two types of validation are performed in the class prediction workflow - supervised
learning and final quality inspection.

During supervised learning the training data set is partitioned into a number of
sample groups containing at least one sample data file from each of the classes.
One sample group is treated as a validation data set; the remaining sample
groups are treated as the training data set and used to build a class prediction
model. The sample group representing the validation data set is then used to
evaluate the performance of the class prediction model. Then the model/valida-
tion process is repeated using a different sample group as the validation data set
and the remaining sample groups to train the class prediction model. When all of
the sample groups have been treated in turn as the validation data set the model/
validation process is complete, you can review the model results via a confusion
matrix (a data table that is used to assess the ability of a prediction model to cor-
rectly predict known classifications).

When you are satisfied with the results from the supervised learning, you then
use the validation data set that you set aside earlier for the final quality inspec-
tion of your class prediction model. Once your model is validated, the abundance
profiles, also referred to as signatures, can be used to predict the membership of
new samples.
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Identify appropriate class prediction algorithms

Class prediction involves a process of assigning a condition (also referred to as an
attribute value, parameter value, or class) to a new sample on the basis of a mathe-
matical/statistical model created using a training sample set of data whose condi-
tions are known. Therefore class prediction is an instance of machine learning that
is based on supervised learning, i.e., creating mathematical representations of class
membership by applying a class prediction algorithm to a set of correctly identified
samples. Cluster analysis (referred to as clustering in MPP), on the other hand, is an
example of unsupervised learning where the samples are grouped into categories
based on some measure of inherent similarity without any prior knowledge of sam-
ple identification. To build a class prediction model you must select a class predic-
tion algorithm for the supervised learning that is appropriate to your experiment.

Supervised learning is a process employed in data analysis that uses knowledge of
the phenotype to simplify the data (for example, reduce the number of entities) to
retain the entities that provide the best correlation to the characteristics (condi-
tions) involved in the particular analysis. The goal of supervised learning is to opti-
mize a mathematical relationship that accurately associates the entities in your
samples to the conditions in your interpretation; for example, when you are evaluat-
ing qualitative samples representing disease versus healthy samples, or when you
are evaluating quantitative samples representing degree of disease progression or
response to therapy. In order to perform supervised learning your training data must
be properly classified.

Variables are derived from your experiment design. When one or more of the attri-
butes of the state of the organism under study are manipulated, those attributes are
referred to as independent variables. The biological response to the change in the
attributes may manifest in a change in the metabolic profile expressed by the organ-
ism. Each metabolite that undergoes a change in expressed concentration is
referred to as a dependent variable. Metabolites that do not show any change with
respect to the independent variable may be valuable as control or reference signals.

Throughout this workflow guide an independent variable is referred to as a parame-
ter name. The attribute values within an independent variable are referred to as
parameter values and at times may be referred to as a condition, an attribute, a
parameter value, or class.

Similarly, throughout this workflow guide, a dependent variable may at times be
referred to as a feature, compound, metabolite, element, descriptor, or entity.

MPP supports five different class prediction algorithms (machine learning algo-
rithms). The advantages for using any one of the supervised learning algorithms is
often a matter of subjective opinion and your personal experience in applying the
particular algorithm to your experiment and experimental parameters. The available
class prediction algorithms are:

1. Partial Least Squares Discrimination
2. Support Vector Machine

3. Naive Bayes

4, Decision Tree

5. Neural Network
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Partial Least Squares
Discrimination (PLS-DA)

Identify appropriate class prediction algorithms

Except for Partial Least Squares Discrimination, the algorithms used by Class Predic-
tion are also available within the advanced operation Find Minimal Entities.

You can access these algorithms in the Workflow Browser by selecting Build Pre-
diction Model. Each algorithm creates a class prediction model when you complete
the training. You can use the class prediction models to predict the functional class
membership of new samples and different experiments by selecting Run Prediction
in the Workflow Browser.

In general, each of the class prediction algorithms, also referred to as supervised
learning algorithms, have the following features. The first paragraph for each algo-
rithm presents a general summary of the best application of the algorithm.

PLS-DA is best suited for making classifications where all of the parameter values
are measurable with little error, where the number of samples is smaller than the
number of parameter values, and where there may be a simple model structure
among the classifications and their attributes. This approach is applicable when an
interpretation contains categorical parameter values.

PLS-DA is an extension of partial least squares regression (PLSR). Partial least
squares analyses seek to find latent variables that summarize the sample variability
among the attribute values and that are highly predictive of the classification attri-
butes. Latent variables are parameters in a mathematical model that are often not
themselves observable or measurable in your experiment (also referred to as hidden
variables). The latent variables may represent multiple physical or measurable char-
acteristics of your sample that reduce the dimensionality of your analysis and there-
fore help present a less complex representation of the underlying relationships
among your classifications.

Partial least squares regression is a statistical method that is similar to principal
components analysis, but instead of finding hyperplanes of minimum variance
between the independent and dependent variables, PLSR finds a linear regression
model by projecting the predicted attribute variables and the observed attribute vari-
ables onto a new space (Figure 8 on page 25). Because both the X and Y data used
for the regression analysis are projected to new spaces, the partial least squares
family of methods are known as bilinear factor models. PLS-DA is a variant of PLSR
where the Y values used in regression are categorical rather than continuous.

Partial least squares data analyses benefit from simultaneously performing dimen-
sion reduction and regression analyses. However, a drawback to partial least
squares analyses is that they are drawn to the independent variables with the most
variability. As a result outliers in the samples may have significant influence on the
directions, resulting scores, and relationship with the response. Specifically, outliers
can make it appear that such that:
* no relationship between the predictors and response when there truly is a
relationship, or
» arelationship between the predictors and response when there truly is no
relationship
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Partial least squares
discriminate analysis (PLSDA) Linear discriminate analysis (LDA)

Figure 8  Partial least squares discriminant analysis seeks to find linear combina-
tions of the variables that are highly correlated, but each linear combination does
not need to be separated linearly across the entire variable space as in the case of
linear discriminate analysis. An entity in this analysis is referred to as a descriptor.

Since PLS-DA is hest for making classifications where all of the attribute values are
measurable with little error and where there may be a simple model structure among
the classifications and their attributes, PLS-DA is well suited for chromatography
mass spectrometry. Chromatography mass spectrometry provides an accurate mea-
surement of retention time, mass, and abundance. More-or-less traditional mathe-
matical relationships can be applied to the data, and simple models can be assessed
through a least squares regression fit of the data to find the model that provides the
best fit.

SVM is best suited for making classifications where the attributes within the sam-
ples are intertwined and can benefit from transforming the input attribute space into
additional dimensionality to identify classification separation planes. The algorithm
looks for differentiation among your classifications in pairs and can work with
smaller entity lists.

SVM attempts to separate samples representing two classes by imagining each
sample as a point positioned in a two or three dimensional space and then calculat-
ing the parameters for a line or plane (linear or non-linear) that separates the sam-
ples into each classification. While several possible separating planes within a
three-dimensional feature space may exist, the SVM algorithm finds the separator
that maximizes the separation between the classes encompassing the sample
points. The power of SVM stems from the fact that SVM supervised learning can
effectively separate samples using non-linear functions and can therefore separate
out samples containing intertwined feature sets. SVM therefore can efficiently clas-
sify samples using non-linear classifications by mapping the input into high-dimen-
sional feature spaces.

Examples of SVM separation of samples representing two classifications are shown
in Figure 9 and Figure 10 on page 26.
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Class B

Class A

Figure 9  Support vector machine represents the samples as points in space,
divided by a clear gap that is as wide as possible. The gap is defined by a set of
hyper-planes. New samples are predicted to belong to a category based on which
side of the gap they fall.
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Figure 10 lllustrations of support vector machine separating samples representing
two classifications within a feature space of two and three dimensions.

NB is best suited for making classifications where the attributes within a sample are
independent from each other. The algorithm looks for differentiation among entities
in your entity list by assuming that the change in the appearance of any one entity is
unrelated to other entities in the entity list. This algorithm can work with smaller
entity lists.

Bayesian classifiers are parameter based, probabilistic multi-class classifiers and
can handle both continuous and categorical variables. Bayes' theorem leads to a
statistically significant result (that is, an important result) through the mathematical
manipulation of conditional probabilities. The statistical inference obtained by apply-
ing naive Bayesian supervised learning is derived from the strong (naive) assump-
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Identify appropriate class prediction algorithms

tion that the presence or absence of any particular feature is unrelated to the
presence or absence of any other feature, given the class variable.

To predict the probability that a sample belongs to a certain class, the naive Bayes-
ian classifier assumes that the effect of an attribute of a given class is independent
of the value of other attributes within the same class. For example, a fruit may be
considered to be a peach if it is orange/red in color, round, has a fuzzy skin texture,
and is about 3" in diameter. A naive Bayes classifier considers that each of these
features contribute independently to the probability that the fruit under study is a
peach, regardless of the presence or absence of the other features. This assumption
of feature independence is called the class conditional independence. The naive
Bayesian model is built based on the probability distribution function of the training
data along each feature. The model is then used to classify a data point based on
the learned probability density functions for each class.

The naive Bayesian supervised learning approach provides an advantage in that it
only requires a small amount of training sample data to estimate the necessary clas-
sification parameters (means and variances of the variables). Because naive Bayes-
ian assumes that the attributes do not have any dependencies on each other, only
the variances of the attributes for each class needs to be determined, and not the
entire covariance matrix

The Bayes theorem provides a way of calculating the posterior probability, P(c|x).
from P(c), P(x), and P(x] c). As mentioned before, the effect of the value of an attri-
bute (x) on a given class (c) is independent of the values of other attributes. A sim-
ple example of converting the observations recorded in a frequency table to
probabilities in a likelihood table is show in Figure 11.

P(x|c)= P(Swmy |Yes)=3/9 =0.33

e Walk to Work
Walk to Work Likelihood Table
Frequency Table ¥es No
Ve No
Sunny 3/9 2/s 5/18
Sunay 3 2 » Weather
Weather Overcast a/9 o/s 4/14
Forescast | Overcast 4 0 Forescast
Rainy - - - . Rainy 2/9 3/5 514 P(x)= P( .S.’J?.‘?,’_‘.' )
9/14 s/14 -5/14 = 036

P(c)=P(Yes)=9/14 =0.64

Posterior Probability: | P(c| x)= P(Yes | Stovm) = 0.33x0.64 =036 =0.60

Class Prior Probability

Like hood
Plx|c)Plc
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Figure 11  Naive Bayesian calculation of the posterior probability of walking to

work based on a class (c, yes or no) for a given attribute (x, weather forecast of
sunny, overcast, or rainy).
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DT is best suited for making classifications when the attributes are present in all or
nearly all of the samples.

A Decision Tree is created through a linear progression of if-then-otherwise deci-
sions based on the attribute values of the samples. Consider, for example, three
samples belonging to classes A, B, and C and that the rows containing the feature
and attribute values (class label) corresponding to these samples have values as
shown in Table 1.

Table 1 Example data set used to create the decision tree in Figure 12

Feature 1 Feature 2  Feature 3 Class Label

Sample 1 4 6 7 A
Sample 2 0 12 9 B
Sample 3 0 5 7 C

The following sequence of decisions classifies the samples.

If Feature 1 is greater than or equal to 4, then the sample is part of Class A.
Otherwise, if Feature 1 is less than 4, and

If Feature 2 is greater than or equal to 10, then the sample is part of Class B.
Otherwise, if feature 2 is less than 10, then the sample is part of Class C.

This sequence of if-then-otherwise decisions can be arranged as a tree as shown in
Figure 12. This tree is called a decision tree, and in the example classification only
two of the three available features were necessary to separate the classes.

Is Feature 1

<4 or 247 <“--_, Nodes
=& =T M
/’,’ \ 4
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\
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<10 =10 _'_‘_..-""' .
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Figure 12 Features of a Decision Tree: nodes are where a decision is made regard-
ing the attributes of a feature, a branch is the path from one node to another node or
one node to a leaf, and a leaf is a classification at the end of a branch. This decision
tree is created from the data in Table 1.

Class prediction models implement axis parallel decision trees as shown in
Figure 12 on page 28. In an axis parallel tree, decisions at each node are made using
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one single feature of the many features present, e.g. a decision of the form “if Fea-
ture 2 is less than 10.” A sample is classified by following the appropriate branches
down the decision tree. All samples that follow the same branch, or path, down the
decision tree are said to be at the same leaf. The tree building process continues
until each leaf has a purity above a certain specified threshold. Purity is when all
samples associated with this leaf, at least a certain fraction, come from one class.
Once the tree building process is done, a pruning process is used to prune off por-
tions of the tree to reduce chances of over-fitting.

NN is best suited for making classifications when there likely exists a complex and
unknown, or intermediate, layer of relationships that link that attributes within a
sample to the classification. The intermediate layer of relationships behaves in a
manner similar to how neurons create neural networks in a central nervous system -
applying adaptive weights to the numerical parameters and non-linear approxima-
tions to the inputs. This algorithm can only be used with interpretations that contain
numerical parameter values (parameter values that are not categorical) and requires
a lot of computation time. NN is suitable when the data set involves many sample
classifications.

A NN can handle multi-class problems, where more than two classes are repre-
sented in the data. The neural network implementation in MPP is the multi-layer
perceptron trained using the back-propagation algorithm. It consists of layers of
neurons. As illustrated in Figure 13 on page 30, the first layer is called the input
layer, into which features for the samples to be classified are fed. The last layer is
the output layer, which has an output node for each class in the dataset. Each neu-
ron in an intermediate layer is interconnected with all the neurons in the adjacent
layers. The strength of the interconnections between adjacent layers is given by a
set of weights which are continuously modified during the training stage using an
iterative process.

In simpler terms, there must exist in the samples a means to mathematically con-
nect the attributes to classes. The means to make such connectivity among the fea-
tures within the samples is referred to as the intermediate layer. The intermediate
layer basically contains complicated mathematics.
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Figure 13  Simple illustration of the layers of a neural network model.
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Review the steps to
create a class prediction
model

1. Enter input parameters.

2. Enter validation
parameters.

Review the steps to create a class prediction model

MPP guides you through a sequence of five steps to build your class prediction
model. During the class prediction model development supervised learning addition-
ally employs one of two methods to train and evaluate your selected class prediction
algorithm. Each training/evaluation operation results in a confusion matrix. You
review the confusion matrix (a table that shows the prediction accuracy of the
model algorithm for each classification), decide whether to make further changes to
the parameters and repeat the supervised learning, and finally select the prediction
model that best meets your experimental requirements.

Build your prediction model by first selecting an interpretation, an entity list, and a
class prediction algorithm.

The advantages for using any one of the class prediction algorithms is often a mat-
ter of subjective opinion and your personal experience in applying the particular
algorithm to your experimental parameters.

To build a class prediction model you should use a reliable, large entity list. A reliable
entity list to use for class prediction is an entity list that has been filtered to contain
entities that appear in no less than one half of the training sample data files, and
preferably the entities in your input entity list appear in all of the training sample
data files.

Select the class prediction algorithm parameters and select a supervised learning
validation type.

Supervised learning is important to assess the ability of the prediction model to
properly classify your samples, but it is also an important tool to avoid underfitting or
overfitting your model on the training data as illustrated in Figure 14. A model that is
improperly fit typically produces low accuracy with new data because the model
fails to fit the underlying functions that classify the data.

Class Prediction Model Fitting

Underfit Proper fit

Y

Figure 14  Examples of model fitting in class prediction

Supervised learning is performed using the sample data set that you use to train
your model; your training sample data is divided into a uniform set of data whereby
each set contains a sample representing each classification and each of these sets
in turn is treated as a validation data set to a model that is generated using the
remaining sample data sets. The results of the supervised learning are presented in
a confusion matrix.
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3. Review validation
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outputs.

Review the steps to create a class prediction model

In MPP the prediction accuracy of your class prediction models are evaluated using
one of two validation types. The validation types organize your training data files
into smaller groups and then in turn use the smaller groups within the model devel-
opment to train and validate the model many times to produce statistical prediction
accuracy metrics. This validation approach is most successful when your experi-
ment design includes many replicates for each parameter value. Each validation type
presents the performance of the prediction model using a confusion matrix. The
available validation type during your prediction model development may vary based
on the selected prediction algorithm.

Leave One Out: The replicate samples in your training data set are arranged in col-
umns representing each of the known classifications. All of the data, with the
exception of one row containing one sample from each classification, is used to
train the learning algorithm and generate a prediction model. The prediction model is
then used to classify the remaining row of data as a temporary validation data set.
The process is repeated for every row in the dataset and a confusion matrix is gener-
ated. During the Leave One Out validation each row of data is sequentially treated as
a temporary validation data set for a corresponding model that is trained using all of
the other rows of data. Leave One Out validation does not require any parameters
necessary to enter or adjust.

N-Fold: The total number of samples associated with the training data set are ran-
domly divided into N equal parts. The samples representing N-1 parts are used for
training your prediction model and the remaining samples, representing the remain-
ing one part, are used for validating the prediction model. The process is repeated N
times, with a different part of the training data set being used to validate the model
developed using the samples representing the N-1 parts. Using N-fold, like Leave
One Out, each sample is used at least once to validate the prediction model. A con-
fusion matrix is generated from the results. The default values of three-fold valida-
tion and one repeat are sufficient for most analyses. For results with greater
confidence, you can use a ten-fold validation with three repeats. For large data sets,
the latter may take significantly more computing time.

Review the class prediction results and the confusion matrix generated from the
internal validation. Remember that this validation is performed by segregating your
training data sets into smaller groups as described in step 2 on page 31.

The prediction results report provides details of the prediction versus actual classifi-
cation for each condition. The Confusion Matrix results show a cumulative Confu-
sion Matrix, which is the sum of confusion matrices for individual runs of the
learning algorithm and a summary of the expected efficacy of the prediction model.
After you review the confusion matrix to assess the accuracy of the prediction
model, decide whether to make further changes to the parameters and repeat the
supervised learning.

The performance results include prediction results, a confusion matrix for the train-
ing model on the whole entity list, and a Lorenz curve showing the efficacy of classi-
fication and the prediction model. The Confusion Matrix results in this step show the
result of applying the final prediction model to the training sample data. Wherever
appropriate, a visual output of the classification model is presented.
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Review the steps to create a class prediction model

Review the summary information for your class prediction model and save the class
prediction model.

This is the conclusion of building your prediction model. Your prediction model is
now saved as an object in MPP and can be exported to use with MassHunter Sam-
ple Class Predictor to classify your new samples during data acquisition. Consider
building more than one class prediction model using a different algorithm to develop
experience and to identify the best model for your experiment.
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Recursion within the
workflow

Review recursive feature finding

During the class prediction workflow you recursively find the features in your origi-
nal sample data files. Combined with collecting replicate samples in your experi-
ment, recursive feature finding improves the statistical accuracy (confidence) of
your analysis and reduces the potential for obtaining a false positive or a false nega-
tive answer to your hypothesis and sample classification.

Recursive feature finding (Find Compounds by Formula (FbF)) is performed to
improve the statistical probability of finding specific features (targeted features) in
your sample data files. In particular, you want to specifically find the most important
features that add value to your analysis.

During the workflow you recursively find the features in your sample data files after
you perform a satisfactory differential analysis. From the total number of untargeted
features originally found in your sample data files, the initial differential analysis
identifies a subset of features that contribute to the best separation of your experi-
mental conditions (classifications). By using the entity list containing these signifi-
cant features to perform a targeted feature finding. you improve the statistical
accuracy of your differential analysis and can improve the accuracy of your subse-
quent class prediction model development. Recursive finding of the significant fea-
tures from your differential analysis is optional depending on the nature of the
features; you are encouraged to review “Recursion within the workflow” to help you
decide whether to perform recursion at this first opportunity.

You can also recursively find the features in your sample data files after you create a
satisfactory class prediction model. By using the entity list that is now known to pro-
vide a satisfactory measure of confidence in predicting class membership, to per-
form a targeted feature finding, you improve the statistical accuracy of your entire
class prediction analysis. Recursive finding of the prediction model features from
your class prediction model is optional depending on the nature of the features; it is
highly recommended to recursively find your features after building your class pre-
diction model if you did not recursively find the features after your initial differential
analysis.

For the best measure of confidence in your differential analyses and class prediction
you find the features in your sample data files using recursion. The following steps
are typical for differential analysis and class prediction and are presented to help
you understand where recursion is performed.

a Begin an MPP-based workflow. MPP experiments typically begin with analyzing
untargeted features (Find Compounds by Molecular Feature, MFE) that were sub-
sequently binned together during the alignment in the MS Experiment Creation
Wizard (Step 8 of 11). At this point the analysis emphasis is on features that have
a strong (abundant) signal to be used in the next step of the analysis - to identify
correlation of the variation of feature intensities with our groupings (classifica-
tions).

b Perform an initial differential analysis. The goal of the initial differential analysis
is to find a correlation of the intensity variations among the untargeted features
to the sample conditions (classifications). The large number of untargeted fea-
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Review recursive feature finding

tures found in the sample data files is reduced to a much smaller number of fea-
tures that are now considered more important to further analyses.

Perform recursive feature finding. Recursive feature finding improves the confi-
dence measure of your analysis. To perform recursive feature finding you export
the features from the initial differential analysis as a targeted list of features. This
step improves the quality of finding the features in the original sample files; tar-
geted feature finding focuses on finding a specific set of features with less
emphasis on feature strength.

Recursive feature finding involves:

+ Export the significant features from your differential analysis.

* Recursively find the significant features from your differential analysis in your
sample data files.

* Recreate your experiment and input sample filters.

Performing recursion is always recommended, and is especially recommended
when your class prediction model depends on features that show up and down
regulation among your classification or the presence and absence of features.

 If your prediction model relies on the regulation of strong features, enhanced
finding of weak targeted features may not significantly help you during your
initial model creation and recursive feature finding may be optional before cre-
ating your initial class prediction model.

 If your prediction model relies on feature presence and absence then it is rec-
ommended you perform recursive feature finding before creating your initial
class prediction model.

« If your hypothesis does not include a priori knowledge on the regulation or
absence of features in your samples then it is recommended you perform
recursive feature finding before creating your initial class prediction model.

Recreate your initial class prediction model. During this step you gain additional
confidence in your analysis through the use of targeted features that were identi-
fied as significant during your initial differential analysis.

Build your class prediction model.

(Optional) Perform recursive feature finding. If you did not perform a recursive
feature finding after your initial differential analysis, export the prediction model
features from your class prediction model for recursive feature finding. Class pre-
diction confidence benefits from targeted feature finding to find the features in
your sample files.

+ Export the prediction model features from your class prediction model.

* Recursively find the features used by your class prediction model in your sam-
ple data files.

» Recreate your experiment, feature filters, differential analysis, and class pre-
diction model.

g Apply your class prediction model.
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Recursion using Qualitative After you have identified the best class prediction algorithm and created a satisfac-

Analysis and Profinder tory class prediction model, you can further improve your class prediction model by
recursively finding the model entities in your sample data files. To find your features
using recursion, export the entity list that the class prediction model uses and use
this entity list as a target list of features to find the features in your existing and new
samples using Qualitative Analysis or Profinder.

In MassHunter Qualitative Analysis a targeted feature extraction is performed by
using Find Compounds by Formula (FbF). For more information and the steps
involved in finding features recursively using Find Compounds by Formula within
Qualitative Analysis, see the chapter “Recursive find features” in the Agilent Metab-
olomics Workflow - Discovery Workflow Guide.

You can use Batch Targeted Feature Extraction in MassHunter Profinder to recur-
sively find features in TOF and Q-TOF data files. For a brief overview of finding fea-
tures recursively using Batch Recursive Feature Extraction within Profinder, see the
chapter “Feature Extraction Workflow Algorithms” in the Agilent G3835AA
MassHunter Profinder Software - Quick Start Guide.

Recursive feature finding in Qualitative Analysis and Profinder

Qualitative Analysis: Find Compounds by Formula

Create method to Enable the FbF Confirm the FbF Find compounds
Exﬁz::it‘:‘h' Find Compounds sut lh;PEt;c::::t o method to run in method on a using DA
by Formula (FbF) DA Reprocessor single data file Reprocessor

Profinder: Batch Targeted Feature Extraction method

Matching EIC Peak Spectrum Post-Pr 3
Formula Targets Tolerances and Integration and Extraction and oslETeceRENg
5 e u Filters
Scoring Filtering Centroiding

Figure 15 Steps to finding targeted features for recursion using Qualitative Analy-
sis and Profinder
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Apply your class prediction model

After you have created and saved your class prediction model, you can run your pre-
diction model on your validation data set and new sample data. When you run your
prediction model on your validation data set (samples that were set aside during
your model creation that have known class membership but were not part of the
training data set), you are performing a final quality inspection of your class predic-
tion model. Validation and new sample prediction are the last two parts of class pre-
diction as shown in Figure 16.

Prepare for class
prediction and acquire

your sample data

~
Find the features in Set up an Filter and analyze
your sample data experiment with the sample Mass Profiler
with MFE all samples featu:es

START

Basic Class
Prediction
Workflow

Class prediction model
ready to classify new
samples

END

Qualitative Analysis Professional

or Profinder

Class Prediction
begins at this step

’ i Ferform a
Do a recursive Export entity list
e 4 differential
analysm with FhF for recursion
analysis

[ ivide the sample data

into training and
validation data sets

Set up an Filter, analyze, do Select an entity list,
experiment with differential interpretation, and
training data set analysis prediction algorithm

Build your class
prediction model

Satisfactory

Validate your
prediction model wit
validation data set

Save your
prediction model

the validation
results

the model
results

Satisfactory

Final quality inspection

Classify new samples

Figure 16  The basic steps in building your first class prediction model

Run your prediction model on your validation data set.

The final quality inspection of your prediction model is made by running the class
prediction model on your validation sample data files (the sample data files that
were not used to build the prediction model).

The final quality inspection can also be performed again after recursively finding the
features in your training and validation sample data sets. After you recursively find
the features in your data sets, you can rebuild your class prediction model and com-
pare the recursive prediction model’s overall accuracy and validation results to the
model results obtained using the original, untargeted feature extraction (Find Com-
pounds by Molecular Feature).

Run your prediction model on new sample data.
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Apply your class prediction model

You can manually run your prediction model on feature data files (CEF files) using
Mass Profiler Professional or Sample Class Predictor. With Sample Class Predictor
you can additionally automate class prediction during data acquisition. During acqui-
sition, your class prediction model is a targeted analysis that is applied to your sam-
ple data files.

You can use Sample Class Predictor as a standalone tool to classify your sample fea-
ture files, similar to Run Prediction from File that is available within MPP, and as an
automated classification tool that interfaces directly with ChemStation and
MassHunter acquisition applications.

Sample Class Predictor can run models on data acquired and processed in Agilent
MassHunter or Agilent OpenLAB ChemStation Edition. The supported data file types
are AMDIS, ChemStation, MassHunter, GC Scan and Generic. For Prediction on
AMDIS data sources, both the FIN and corresponding ELU file should be present in
the same working folder.

Samples must be from the same data source as those the model was built on, but
they do not need to be from the same technology. When a prediction is run from a
data file during acquisition, the targeted feature extraction uses the alignment val-
ues included in the file to perform alignments on entities in the new data.
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Molecular features are extracted from your sample data files based on
mass spectral and chromatographic characteristics. The resulting CEF
files are used to build your class prediction model.
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Launch your feature
extraction software

Feature finding using
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Feature finding using
Profinder

Launch your feature extraction software

You may use one of two processes to find the features in all of your sample data
files: Qualitative Analysis and Profinder (see Figure 17). Both programs export the
sample features using a compound exchange format (CEF) file. A single CEF file is
generated for each sample data file.

MassHunter Qualitative Analysis, in conjunction with the batch file processor
utility called DA Reprocessor, can be used to find the features in any Agilent
mass spectrometry-based sample data file. Qualitative Analysis is used to create
your method to find features and can be used to process individual sample data
files. DA Reprocessor, an efficient batch processor, applies your find feature
method to multiple sample data files and is used to extract the features from all
of your sample data files. Feature finding using Qualitative Analysis and DA
Reprocessor begins at “MassHunter Qualitative Analysis” on page 41.

MassHunter Profinder is a stand-alone program that is optimized for batch fea-
ture extraction from TOF and Q-TOF based profiling data files. Profinder can be
used to process any number of data files. Feature finding using Profinder begins
at “MassHunter Profinder” on page 61.

Untargeted feature finding in Qualitative Analysis and Profinder

Qualitative Analysis: Find Compounds by Molecular Feature

Create method to

c Enable the MFE Confirm the Find
Find Compounds Set the Export method to run MFE method compounds
by Molecular CEF Options in DA on a single using DA

Feature (MFE) Reprocessor data file Reprocessor

Profinder: Batch Molecular Feature Extraction Workflow

Batch Molecular
Feature
Extraction (MFE)

'd ™
C d Post-
Extraction ] Compound ' SRR 'l oB%.
> » Binning and » Processing
FParameters Filters = -
k Alignment L Filters

Figure 17  Comparison of the process to find untargeted features using Qualitative
Analysis and Profinder

Note: Qualitative Analysis and Profinder can each find the features in your raw sam-
ple data files. However, due to differences in how each program interacts with the
data files, it is recommended to use one program or the other to review and extract
the features from your sample data files. If you plan to use both Qualitative Analysis
and Profinder with your TOF and Q-TOF data files, use Qualitative Analysis before
you use Profinder. You can use Profinder to reprocess raw data files after an analysis
with Qualitative Analysis, but you cannot use Qualitative Analysis after using
Profinder.

Compounds, referred to as molecular features, are extracted from your data based
on mass spectral and chromatographic characteristics. The find feature process is
referred to as Molecular Feature Extraction (MFE). Molecular feature extraction
quickly and automatically generates a complete, accurate list of your compounds
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MassHunter Qualitative
Analysis

1.

Start MassHunter Qualita-
tive Analysis software.

Launch your feature extraction software

using chromatographic alignment across multiple data files. The extracted features
include molecular weight, retention time, m/z, and abundance. Both Qualitative
Analysis and Profinder minimize the appearance of false positive and false negative
features by binning the features in the chromatographic time domain.

Convoluted Data Deconvolved Data

TIC peak ——
Compound 2
Deconvolution e
ECC i Mass
—- peaks ‘ | spectra

iy

Figure 18 Deconvolution using MassHunter Qualitative Analysis and Profinder
finds compounds that are chromatographically unresolved or poorly resolved.
Deconvolution generates an extracted ion chromatogram and a reconstructed, sin-
gle component spectrum for each compound.

Mass spectrum

Molecular feature extraction involves chromatographic deconvolution as illustrated
in Figure 18 on page 41. Molecular feature extraction automatically finds related
coeluting ions, sums the related ion signals into single values, creates compound
spectra, and reports results as a molecular feature, or compound.

After you have extracted the features in all of your sample data files, the next step is
to create an initial differential analysis using the sample data. Creating an initial dif-
ferential analysis provides you with confidence that the sample data can be sepa-
rated into your classifications.

The following examples use MassHunter Qualitative Analysis B.06.00 running on 64-
bit Windows 7 Professional. If you have TOF and/or O-TOF data you can alternatively
find your features using Profinder as described beginning at “MassHunter
Profinder” on page 61.

User Interface Note: When you make a change to a parameter in MassHunter Qual-
itative Analysis, the software automatically places a change icon A& (a blue triangle
shape) in the Method Editor tab and next to the parameter containing the changed
parameter. This icon indicates that you have unsaved changes in your method and
helps you remember to save the changes you have made to the method. The original

parameter value may be viewed by placing your pointer over the change icon. When
you save your method, the change icons disappears.

MassHunter Qualitative Analysis is a software tool used to perform the function of
finding molecular features in any sample data file. After the molecular features are
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2. Enable advanced
parameters in the user
interface.

Launch your feature extraction software

found they are imported into Mass Profiler Professional for statistical analysis. Fea-
ture finding is an essential prerequisite to using Mass Profiler Professional.

Note: Online help is available within MassHunter Qualitative Analysis by pressing
the F1 key on the keyboard. The information presented specifically relates to the
software parameters and options available in the active display.

=]

a Double-click the Qualitative Analysis icon ks located on the desktop,

or (for Qualitative Analysis version B.06.00 on Windows 7)

Click Start > All Programs > Agilent > MassHunter Workstation > Qualitative
Analysis B.06.00.

b Click Cancel in the Open Data File dialog box to start MassHunter Qualitative
Analysis without opening any data files. To open data files later, click File > Open
Data File.

You do not need to open a data file at this time. You are prompted to open a data
file in “Confirm the MFE method on a single data file” on page 56.

Advanced parameters must be enabled in MassHunter Qualitative Analysis in order
to show tabs labeled Advanced in the Method Editor and to enable compound
importing for recursive finding of molecular features.

a Click Configuration > User Interface Configuration.

b Mark the Show advanced parameters check box under the Other group heading.
See Figure 19 on page 42.

If the files intended to be processed include GC/MS data, mark the GC check box
under the Separation types group heading. If your analyzer is a quadrupole, mark
the Unit Mass (Q, QQQ) check box under the Mass accuracy group heading.

User Interface Configuration @

Mark all of the followang that apply 1o the data you wish to analyze. Your choices conbiol the tools
that ae enabled as wel a2 the infial vakses for some parameters in the defaul method

Separation types Mass accuacy

s et .
JILC + None (for example, infusion) ¢ Accurate mass (TOF, Q-TOF)

lonizatan type MS levels

| El or othes "hasd™ iorazation techraque

J I, APCI, ESI, MALDI ot othes "solt”™
wrization technaque

41 M5 [any]
4| M5/MS [Q00. 0-TOF)
Opbonal soltware featues Norn-M5 detectors
Pepiide Sequence Editoe v
4| ADC
DOther

| Show advanced parameters A

o |[ Concel

Figure 19  User Interface Configuration dialog box

¢ Click OK in the User Interface Configuration dialog box.
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| save =
Do ypou weant to zave the Method changs:?

Do not show thes message bax agan

Figure 20  Save dialog box

d Click No in the Save dialog box.

Launch your feature extraction software

At this time you are only making a change to the Qualitative Analysis user inter-

face, not to your method. If you click Yes or Cancel, the changes to the user inter-
face configuration are not invoked; repeat the steps to change the user interface
beginning at “Click Configuration > User Interface Configuration.” on page 42.

e Check to make sure that File > Import Compound is an available command. See
Figure 21. This command is necessary to review CEF files before importing them

into Mass Profiler Professional.

r
EE Agilent MassHunter Qualitative Analysis B.06.00 - Class_Prediction WFG.m

i[File| Edit View Find Identify Spectra Chromatograms Method Wizards Ac

{2 OpenDatafile..  Ctris0 AN _: E
e 2 TR e e
3 Print "
Import Compound.., H
Exit

Figure 21  Confirmation that your changes to the user interface configuration are
successful is the appearance of the Import Compound command in the File menu.
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Create a method to Find Compounds by Molecular Feature

Find Compounds by Molecular Feature is commonly referred to as molecular feature
extraction (MFE). Molecular feature extraction finds untargeted features (com-
pounds) in you sample data files by using chromatographic deconvolution as illus-
trated in Figure 18 on page 41. The molecular feature extraction method
automatically finds related co-eluting ions, sums the related ion signals into single
abundance values, creates compound spectra, and reports results as a molecular
feature. An untargeted molecular feature is subsequently uniquely identified by
retention time, neutral mass, volume, and composite spectrum. An example of the
relationships between some of the molecular features and the TIC is shown in
Figure 22.

(i Total ion chromatogram (TIC)
with unresolved features
{ jﬂ“' : and
] 1 ECC for compound 18
T
s I & |
= | ’-.
/R , h
\ 1 ! -
‘ Loun fenticn Time (men|

a0 5
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Composite spectrum for compound 18
with a neutral mass =113.0689
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(EheH)+
0 1360474 1524218

(MeNale  (Mekye

] A — | , . , ; s : — , ! ; :
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Counts vs. Mass-to-Charge [m/z)

Figure 22  Example of the relationship of some spectral components to the ECC

Co-eluting ions: Molecular feature extraction finds co-eluting ions related to the
same compound and creates an extracted compound chromatogram (ECC) including
isotopes (13C, 15N, 2H, 180), adducts (most commonly H+, Na+, K+ for positive ions
and H- for negative ions), and dimers such as (2M + H)+.

Compound spectra: After creating extracted compound chromatograms, molecular
feature extraction generates individual compound spectra for each molecular feature
based on the co-eluting ions present.

Volume: The area of the ECC. The ECC is formed from the sum of the individual ion
abundances within the compound spectrum at each retention time in the specified
time window. The compound volume generated by molecular feature extraction is
used by Mass Profiler Professional to make quantitative comparisons.

Composite spectrum: A compound spectrum that contains more than one co-eluting
ion, more than just the (M+H) ion, within the molecular feature and is used by Mass
Profiler Professional for recursive analysis and by ID Browser for compound identifi-
cation.
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Create a method to Find Compounds by Molecular Feature

Results: Each molecular feature, or compound, is uniquely identified by retention
time, neutral mass, volume, and composite spectrum. An example of the relation-
ships between some of the molecular features and the TIC is shown in Figure 22 on
page 44.“Enter parameters for your Find Compounds by Molecular Feature method”

Finding the untargeted features in your sample data files using Qualitative Analysis
involves five sequential steps as shown in Figure 23:

» “Enter parameters for your Find Compounds by Molecular Feature method”
» "Set the Export CEF Options” on page 53

* “Enable the method to run in MassHunter DA Reprocessor” on page 54

+ “Confirm the MFE method on a single data file” on page 56

» "“Find compounds using DA Reprocessor” on page 59

Qualitative Analysis: Find Compounds by Molecular Feature

Create method to

Enable the MFE Confirm the Find
Find Compounds Set the Export method to run MFE method compounds
by Molecular CEF Options in DA on a single using DA
Feature (MFE) Reprocessor data file Reprocessor

Enter parameters for your
Find Compounds by
Molecular Feature method

1. Open the Method Editor
window for finding com-
pounds by molecular fea-
ture.

2. Enter parameters for the
tabs that control compound
finding.

Figure 23  Steps to find untargeted features using Qualitative Analysis

This section provides a set of parameters that are applicable for finding small
organic molecules such as metabolites in your sample data. The suggested parame-
ters work well for the example sample data files in this workflow guide. You may find
that slightly different settings work better for your sample data files.

Open the Method Editor: Find Compounds by Molecular Feature from the Method
Explorer window.

1. Click Find Compounds from within the Method Explorer window.
2. Click Find by Molecular Feature.

Notes regarding finding compounds by molecular feature:

« All of the parameters involved in molecular feature extraction are accessed
from the Method Editor: Find Compounds by Molecular Feature tabs.

» Use the Extraction, lon Species, and Charge State tabs to enter parameters
that control compound finding. Use the remaining tabs to enter parameters to
filter the results and display the graphics.

+ Click Find > Find Compounds by Molecular Feature or click the Find Com-
pounds by Molecular Feature button (¥} Find Campounds by Malecular Feature

» MFE progress is shown in an Operation in Progress status box.

+ For more information, see the Agilent MassHunter Workstation Software Qual-
itative Analysis - Familiarization Guide (G3335-90156, Revision A, April 2013).

The parameters you enter in the Extraction, lon Species, and Charge State tabs
affect your untargeted feature finding. After the first time you run molecular feature
extraction, any subsequent parameter changes you make within these tabs require
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Create a method to

Find Compounds by Molecular Feature

you to reprocess your sample data files as described in “Confirm the MFE method on
a single data file” on page 56 and “Find compounds using DA Reprocessor” on
page 59. Reprocessing takes more time because the features must be re-extracted.

Tabs that control compound finding

Tabs that do not affect compound finding
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. al (») Find Compounds by Molecular Feature ). Method Items= | [~ g - -diﬁ‘f’:’];!‘-d-yi-‘:ﬂfi:‘-: A
& [ Extiaction | lon Species | Charge State | Compound Fitess | Mass Fiters | Mass Defect | Peak Fiters MS/MS) | Resubs | Advanced}
E e S S L S e S
Find Compounds -
Taeget data lype Small molecules [chromatographic) -
Find by Auto MS/MS
Find by Targeted MS/MS Input data range
|Fn] by Moleculas Feature Restrict ratention time o mirudes
Fired by Chromatogram Dleconvohution Restrict m/z to miz
Find by MAM ol
Find by Intageation Lize peaks with signakto-noise m
+ Find Compounds by Formula [Profie specira only]
8 Uze paaks with height = 100 counts
+ Identify Compounds
[Profle and centroid spectia)
- Compound Automation Steps =
* Worklist Automation
- Ewport

Figure 24 Overview of the Method Editor tabs associated with Find Compounds by

Molecular Feature (MFE)

Extraction tab a

Edit the parameters on the Extraction tab.

The parameters in this tab let you specify features of the source data that enable
the molecular feature extraction algorithm to perform more efficiently.

1. Click the Extraction tab.

[ Esraction
Extraction algorithm

Target data type Small molecules [chiomatographic)

Input data range
Restrict retention time to

Restrict m/z to

Peak fiters
Use peaks with signal-to-noise
(Profile spectra only)
@ Use peaks with height 300
(Profile and centroid spectra)

minutes

miz

counts

Figure 25 Parameter values for the MFE Extraction tab

2. Select Small molecules (chromatographic) in the Target data type box for

working with metabolomic data.

Note: The data must be collected in profile mode for the Small molecules
(infusion) target data type. For Large molecules (proteins, oligos) the data
must be collected in centroid mode or both modes.
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lon Species tab

Create a method to Find Compounds by Molecular Feature

Molecular feature extraction starts the data reduction process by creating a
copy of the data file using the centroid of all of the ions. If you collect data in
profile mode, it saves processing time if you also collect the data with centroid
mode turned on. For all other data collection methods, it is recommended to
save the data with centroid data.

3. Clear all of the check boxes under the Input data range group heading.

Note: Marking the options under the Input data range group heading is not
necessary. Using Restrict retention time to and Restrict m/z to limits the
location where the molecular feature extraction searches for features. The
recommended process is to let the molecular feature extraction algorithm find
all of the features and then to use the filter parameters available in the “tabs
that do not affect compound finding” (Figure 24 on page 46) to remove
unwanted features.

4. Click Use peaks with height and type 300 for the counts. The counts value
you enter represents a signal level at and above which actual ion signals are
observed. 300 is typical if the background noise is approximately 100 counts.

Note: The target Use peaks with height counts is three times (3x) the elec-
tronic noise in the mass spectrum, the signal measured by the detector that is
not due to actual ions. The electronic noise is found by viewing the back-
ground signal level at the higher m/z range (around 1,000 m/Z) of a single
mass spectrum in the data set. Do not use an averaged or background sub-
tracted mass spectrum. If the Use peaks with height value is set to a value
too small, Find Compounds by Molecular Feature takes a very long time to run
and finds features that are very small. If the Use peaks with height value is
set to a value too large, then actual features may not be found.

b Edit the parameters on the lon Species tab.

The parameters in this tab let you specify the ion adducts that the MFE algorithm
considers during the process of identifying molecular features.

1. Click the lon Species tab.

lon Species
Allowed ion species
Positive ions Negative ions Neutral losses
v gH H20
J! +Na +Cl H3PD4
V| +K +Br
+NH4 +HCOO
+CH3CO00
+CF3C00
x
+ + +

Salt dominated positive ions (M+H may be weak or missing)

Figure 26  Parameter values for the MFE lon Species tab
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Charge State tab

Create a method to Find Compounds by Molecular Feature

2. Mark +H, +Na, and +K for positive ions and -H for negative ions.
3. Mark common Neutral losses if your mass spectrometer system is very ener-
getic and thereby induces known neutral losses from the molecular ion.

Note: Removal of possible ion adducts from the Allowed ion species group
heading increases the molecular feature extraction efficiency. Glass bottles
leach sodium into the liquid introduction system. Thus, it is recommended to
change the solvent and sample delivery bottles to bottles made from PTFE in
place of bottles made from glass to reduce the background sodium levels.

Note: Molecular feature extraction requires that the molecular feature involves
at least the addition or loss of a proton unless or salt adduct.

4. Mark the Salt dominated positive ions (M+H may be weak or missing)
check box to direct the molecular feature extraction algorithm to reduce the
emphasis on identifying protonated ions (M+H) because they may be weak or
missing in your data. For example, mark this check box when detecting sugars
that are sodium adducted.

Clear this check box to direct the molecular feature extraction algorithm to
place a uniform weight across the allowed ion species in calculating the
molecular weight for each feature.

Note: If your sample contains an ion species that is not an available option in
your method, add the ion species in the appropriate charge or neutral column.

¢ Edit the parameters on the Charge State tab.

The parameters on this tab let you set limits on the allowable ion charge states,
and let you control how isotopes are identified and assigned to groups associated
with each feature.

1. Click the Charge State tab.

lfharge State
|sotope grouping
Peak spacing tolerance 00025  m/z, plus 7.0  ppm
|sotope modet Common organic malecules -
Charge state
/| Limit assigned charge states to a maximum of 1

Treat ions with unassigned charge as singly-charged

Figure 27  Parameter values for the MFE Charge State tab

2. Type 0.0025 for m/z and 7. 0 for ppm into Peak spacing tolerance. These
values are the tolerance that the molecular feature extraction algorithm uses
to find isotope ions associated with each feature.

3. Select Common organic molecules for the Isotope model. For most metabolo-
mics analyses, the Common organic molecules isotope model properly groups
ions into the appropriate isotope clusters. Proper isotope clustering leads to
an accurate assignment of charge state and mass for the molecular feature.

Select Unbiased if metal containing molecules are expected.

48



Find the features in your samples

3. Enter parameters for the
tabs that filter results or
affect the displayed
graphics.

Compound Filters tab

Create a method to Find Compounds by Molecular Feature

Note: Selecting Unbiased slows the molecular feature extraction calculations
considerably because all isotope models are considered.

4. Mark the Limit assigned charge states to a maximum of check box and type
1. You only type 2 if you have a very specific reason; otherwise, 1 is used for
metabolomics analyses. Increasing the value increases the chance of obtain-
ing an unwanted isotope grouping.

5. Clear the Treat ions with unassigned charge as singly-charged check box.
When this check box is cleared, ions that cannot be assigned a charge state
by the molecular feature extraction algorithm are ignored.

After the first time you run molecular feature extraction, any subsequent parameter
changes you make within these tabs require you to reprocess your sample data files
as described in “Confirm the MFE method on a single data file” on page 56 and
“Find compounds using DA Reprocessor” on page 59. However, changes you make
within these tabs reprocess the data much more quickly because the find features
algorithm is not repeated. The improved speed for reprocessing the molecular fea-
tures helps you review several combinations of parameters to find the results that
best suit your experiment.

a Edit the parameters on the Compound Filters tab.

The parameters on this tab let you set the filter criteria for retaining features
found in your sample data files based on the compound chromatogram. This filter
allows you to remove features with low signal and poor quality.

1. Click the Compound Filters tab.

Compound Filters :

Height
Relative height »= 2500 %

/| Absolute height »= 5000 counts
Limit to the largest 1 compounds

Compound quality
Quality score »= 3000

Compound location

Restrict retention times to minutes

Charge states

Restrict charge states to e

Figure 28 Parameter values for the MFE Compound Filters tab

2. Clear the Relative height check box.
3. Mark the Absolute height check box and type in a value of 5000 counts.

Note: In the final compound spectrum there must be at least one ion that is
greater than or equal to the counts specified. The value typed is determined by
empirically reviewing your mass spectral data. The absolute height in counts is
different from the volume used to quantify the compound as a feature.
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Mass Filters tab

Create a method to Find Compounds by Molecular Feature

Note: Marking Relative height or Limit to the largest when performing metab-
olomics analyses is not recommended.

4, Clear the Restrict retention times to check box. Only mark this parameter and
type in the time range if you know the chromatographic void volume, solvent
peak, or other region containing unwanted peaks in the data set.

5. Clear the Restrict charge states check box because the charge state was pre-
viously limited to 1 in the Charge State tab. If a larger number of charge states
is allowed, then mark this parameter and enter a charge state value to filter
the results.

. Mark the Absolute height check box, and type 5000 for the counts.

. Type 30 for the Quality score.

. Clear the Restrict retention times to check box.

. Clear the Restrict charge states to check box.

[{=e R N Nep]

b Edit the parameters on the Mass Filters tab.

The parameters on this tab let you remove noise due to specific ions from the
data without regard for retention time. Mass Profiler Professional is the preferred
place to perform mass filtering.

This filter feature can be unmarked and performed in Mass Profiler Professional
more effectively, and in Mass Profiler Professional you have the ability to include
retention time in the filter.

1. Click the Mass Filters tab.

Mass Filters

Mass filters

Filter mass list - ppm

lype a comma-separated list of masses ke 1421012, 253.4003)

Figure 29 Parameter values for the MFE Mass Filters tab

2. Clear the Filter mass list check box unless a specific list of neutral masses is
known to be present in the data set that you wish to remove.
3. Select Exclude these mass(es) if you marked the Filter mass list check box.

Note: Selecting Include only theses mass(es) is not recommended.
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4. If Filter mass list is marked, click the appropriate button in the Source of
masses group heading indicating your source of the masses for the exclude fil-
ter. Two example masses to exclude are 120.0434 and 921.0013.

Mass Defect tab ¢ Edit the parameters on the Mass Defect tab.

The parameters on this tab let you supply a range for the mass defect within
which the identified mass may still be a metabolite. Since the range necessary for
filtering by mass defect must be rather large, it is not recommended to filter
metabolomics results by mass defect.

1. Click the Mass Defect tab.

| Mass Defect |

Mass defect fikering

Filter results on mass defects

Figure 30  Parameter values for the MFE Mass Defect tab

2. Clear the Filter results on mass defects check box.

3. If the Filter results on mass defects check box is marked, it is recommended
to select Variable in the Expected mass defect group heading and type in val-
ues that work with your data set. If you select Variable, then the natural mass

defect range increases with increasing mass.

Peak Filters (MS/MS) tab d Edit the parameters on the Peak Filters (MS/MS) tab.
The parameters on this tab let you filter ions by height and quantity.

1. Click the Peak Filters (MS/MS) tab.

| Peak Filters [M5/MS)

Height filters
Absolute height >= 10 counts
/| Relative height ym 1.000 % of largest peak

Masimum number of peaks
Limit (by height) to the largest

Figure 31 Parameter values for the MFE Peak Filters (MS/MS) tab
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Results tab

Advanced tab

Create a method to Find Compounds by Molecular Feature

2. Clear the Absolute height check box. If this parameter is marked, do not type a
counts value that is less than 10 counts. A typical counts value is around
100. The best value to use is determined empirically.

3. Mark the Relative height check box and type 1 for the % of largest peak. The
best analytical information is found using ions with an intensity at least within
a factor of 100 of the base peak.

4. Clear the Limit (by height) to the largest check box.

e Edit the parameters on the Results tab.

The parameters on this tab let you customize the display of your results. To
improve the speed of the extraction, do not draw graphics when running molecu-
lar feature extraction. If more information about a feature is desired, it may be
selectively obtained later instead of being generated for all of the features.

1. Click the Results tab.

Results
Previous results
/| Delete previous compounds
New results

@ Highlight first compound
Highlight all compounds

Chromatograms and spectra
Extract MFE spectium Estract ECC

Extract raw spectium Extract EIC

Extract MS/MS Spectium

Precursor tolerance:  +f-

Display limits

Display only the largest 100 compounds

Figure 32  Parameter values for the MFE Results tab

2. Mark the Delete previous compounds check box.

3. Click Highlight first compound.

4. Clear all of the check boxes in the Chromatograms and spectra group heading.
5. Clear the Display only the largest check box if you intend to create a CEF file.

Note: You must create a CEF file in order to import your molecular features into
Mass Profiler Professional for the next step of the class prediction workflow.

f Edit the parameters on the Advanced tab.
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Save your Find Compounds
by Molecular Feature
method

Save your method.

Set the Export CEF Options

1. Open the Method Editor for
exporting CEF options.

Create a method to Find Compounds by Molecular Feature

The parameters on this tab let you filter features by ion count and indeterminate
neutral mass.

1. Click the Advanced tab.

| Advanced |
Compound jon count threshold

@ Include all Two of more ions Only one ion
Compounds with indeterminate neutral mass

Include @ Exclude Include only these

Figure 33  Parameter values for the MFE Advanced tab

2. Click Include all under the Compound ion count threshold group heading. Fil-
tering by two or more ions is a very useful feature, but it can filter out valid
ions with small molecular weights.

3. Click Exclude under the Compounds with indeterminate neutral mass group
heading, especially when you click Include all under the Compound ion count
threshold group heading. Exclude disregards features to which molecular fea-
ture extraction has not been able to assign a neutral mass.

After you have edited your method to Find Compounds by Molecular Feature, it is
recommended you save the method using a name that is readily distinguished from
the name that is used later in this workflow for the method Find Compounds by For-
mula. By creating two distinct methods you can readily process your data without
having to edit the workflow actions every time you switch between running MFE and
FbF in the worklist.

a Click Method > Save As.

b Select the folder and type a method name, such as Class_Prediction_W-
FG_MFE.m, in the Save Method dialog box. Add text, such as, MFE within your
file name to distinguish it from the file name that is recommended in “Save your
Find Compounds by Formula method” on page 114.

¢ Click Save.

Export CEF Options specifies where MassHunter DA Reprocessor stores the result-
ing. CEF feature files and whether the files replace or overwrite any prior files.

a Click Export from within the Method Explorer window.
b Click CEF Options.
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2. Enter the export
destination settings for
your method.

Enable the method to run in
MassHunter DA
Reprocessor

1. Open the Method Editor to
assign actions to run from
the worklist.

2. Remove all actions from
the Actions to be run list.

3. Add new actions to the
Actions to be run list.

Create a method to Find Compounds by Molecular Feature

a Click At the location of the data file.

b Click Auto-generate new export file name.

¢ Save your method. Click the save method icon [§g or click Method > Save.

i [\ Method E xploter: Class_Prediction WFG_MFE.m x

+ Chromatogram

+ Spectrum

¢ General

' Reports

+ Find Compounds

+ Find Compounds by Formula

+ Identify Compounds

+ Compound Automation Steps

* Worklist Automation

Export

ASR Options

| cEF ogtions

Compound Summary CSV Options
MGF Options
Dl ata Oplions

MS/MS Inchuson List Options

¢ |7 Method Editor: Export CEF D ptions
i (¥) Bxportto CEF »| (2 | ¥ = 1w
Export destination

One expost file per data file
@ Al the location of the data file

Al specified deectory

If export fle sheady exsts
Orvenwrite existing esxport fle

@ Auto-generate new export file name

Method Items= | (- |

Figure 34 Export CEF Options for use with DA Reprocessor

MassHunter software can most efficiently perform computationally intensive tasks,
such as finding features, on multiple data files by using MassHunter DA Reproces-
sor. The following steps enable your method to run using DA Reprocessor.

Click Worklist Automation from the Method Explorer window.

Click Worklist Actions.

Double-click on any action in the Actions to be run list. The action is automati-
cally removed from the Actions to be run list. As an alternate to the double-click,
you can click on an action in the Actions to be run list and then click the delete

icon X .

Repeat action removal until the Actions to be run list is empty.

Save your method. Click the save method icon [§§ or click Method > Save.

Double-click the Find Compounds by Molecular Feature action in the Available
actions list.

The action is automatically added to the Actions to be run list. As an alternate to
the double-click, you can click the action and then click the down arrow button

+ to add the action to the Actions to be run list.
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b Double-click the Export to CEF action in the Available actions list. The Export to
CEF action must be listed after the Find Compounds by Molecular Feature action
as shown in Figure 35.

¢ Save your method. Click the save method icon i or click Method > Save.

Available actions =

aich Spectral Libeary for Compound
.-:mmrwww MS Progtam
‘n .ll ¥y ﬂlﬁ

Compound Automation without Report

Delete All Previous Results

E: H:SFI

Figure 35 Assign Actions to Run from Worklist for use with DA Reprocessor
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Confirm the MFE method
on a single data file

1. Find Compounds by Molec-
ular Feature for a single
data file.

2. Display and review the
Compound List.

Confirm the MFE method on a single data file

Class prediction involves the analysis of a large number of sample files with each
sample containing a large number of compounds. Find Compounds by Molecular
Feature is therefore run on the entire sample data set using MassHunter DA Repro-
cessor. However, before the entire sample set is run in MassHunter DA Reprocessor,
you can process a single file within MassHunter Qualitative Analysis to verify the
new MFE parameters.

a Click File > Open Data File.
b Click on a single data file in the Open Data File dialog box.
¢ Click Open.

d Click Actions > Find Compounds by Molecular Feature, or click the Find Com-

pounds by Molecular Feature button (¥} Find Compounds by Malecular Feature in the
Method Editor: Find Compounds by Molecular Feature section in the Method
Editor window. Molecular feature extraction begins immediately and the progress
is shown in an Operation in Progress status box as shown in Figure 36.

If no data file is open, or an inappropriate data file is open, a message box
appears as shown in Figure 37. Click OK and open a single data file.

Operation in Progrett
Data fle 1 of 1: 0110.d
. om

HE% Smaehing bor posiive o mcs fnshre

Carcal

Figure 36 Find Compounds by Molecular Feature progress box

Adlitrt MasiHunte Work ifation Softwart QuaMIthe Analysls ===}

Figure 37 Message box

When molecular feature extraction finishes processing the data file, the results are
displayed in several windows within MassHunter Qualitative Analysis. The results
may be reviewed and arranged to meet your preferences.

a Set up the recommended columns for viewing your data in the Compound List.

1. Right-click anywhere in the Compound List window.

2. Click Add/Remove Columns to open the (Enhanced) Add/Remove Columns
dialog box.

3. Click Clear All.

4. Click the Column Name column header twice to sort the column names in
ascending alphabetical order.

5. Mark the check boxes for at least the following Column Names: Abund, Area,
Base Peak, Cpd, File, Height, lons, Mass, RT, Saturated, Show/Hide, Vol, and
Width.

* Each of these columns is documented in the MassHunter Qualitative Analy-
sis Help in Reference > Columns > Compound List Table Columns under the
Contents tab.

* Blank entries for the Area and Abund columns are normal.
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Confirm the MFE method on a single data file
+ All of the columns are exported to the CEF file.

Arrange the order of the columns and your compound data in the Compound List.
1. Click and drag the column names left or right so that they are arranged in the
order you like. A useful order is shown in Figure 38.

T T LYW Column names in a recommended order

6. Click OK.
b
(A Compound List
i B Automatically Show Calumns
| ] Showe/Hide Fie

T Ssusted ¥ Cpd ' 7

1549614

DIEE 01 0032 011 1129526 12358

DIEd 3 z 7 o1 | [ 153 739915 GES]

[IEE n 155 9506 0105 002z 10954 1569579 120z

D1Ed [ 8] 03 o 003 ) M2 0036 16086

D1IEd | G 0| [ il 129579 (==

DliEd 7 0123 003 ) 1149477 238165

D11Ed 8 2969743 0124 00 16431 25798 A

BB d 3 172965 0% 0038 103437 173 %608 37650

D11Ed L [1E] 0032 14646 121.051 363 2
D& | 1] [EG 0.053 €036 176.9689 28] 3
D11Ed | 12| 157.95 [0 00z 1103 158 9608 20058 |

DB | 13| 30544 CETT 0038 5755 1319512 16008

D1E4 15 1260013 015t 0023 25407 127.0385 51458

DB | 18| 0167 [ 6738 71966 HE

DlIEd I {Eil 59 0172 0038 16740 57 9 E=|

Di1Ed | 18] 120047 0173 o0z 14395 121 0509 0654

D11Bd 19 1139400 [k 0047 BT 1149476 M4 3
D1Ed n %67 o 0,032 53 420033 14233

3. Optional - Extract results.

Figure 38 Columns arranged in the Compound List window

2. Click the Height column heading to sort the compounds by ascending height
(the abundance value of the base peak). The compounds with a lower height
value are shown at the top of the list.

This step is optional.

a Select the compounds to view and compare chromatogram and MS results.

1. Click and drag across the first few compound rows to select multiple com-
pounds (e.g., select around ten compounds). The selected compounds are
highlighted.

2. Right-click the Compound List window and click Extract Complete Result Set.

The results are displayed in the Chromatogram Results and MS Spectrum
Results windows. These windows are updated when you use the arrow keys to
move up and down the Compound List. See Figure 39 on page 58.

* In the Chromatogram Results window, the extracted ion chromatogram (EIC)
for each compound is compared to the extracted compound chromatogram
(ECC) for the ions contained in the molecular features.

* Inthe MS Spectrum Results window, the compound spectrum for each com-
pound is compared to the scan data spectrum.

* A compound may be deleted and removed from the features available for
exporting by highlighting the compound and then pressing the delete key.

If a significant number of compounds are too weak to provide confidence as a
molecular feature, adjust the Find by Molecular Feature parameters. Weak com-
pounds have small values for Height and Vol in the Compound List (see Figure 38)
and have low count values in the Chromatogram Results and MS Spectrum
Results (see Figure 39 on page 58).

1. Adjust the parameters entered in the “Compound Filters tab” on page 49.
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4. Optional - Export the
results for the single
sample to a CEF file.

Confirm the MFE method on a single data file

2. Re-run Find Compounds by Molecular Feature. Molecular feature extraction
runs very quickly if no changes are made to the tabs that control compound
finding.

3. Review the new results by repeating step 2 - “Display and review the Com-
pound List.” on page 56.

4. Repeat these steps until you are satisfied with the molecular feature results.

Comgaranen Tae

[Eim e ok DG AT @ A [ veer vee 5 oyt ot e

Neos @y eEaoe -FEUMAEMEAY = o

P
”

Extracted lon ;' ‘..
Chromatogram : =
ECC for the compound /
| O, Y e T =
|| e Bty

gt amwelsoe :leaBsNm -4

MFE compound spectrum

Source scan spectrum

ullidi,
W o e 3 M o

T I A EEE N I E R ES

Figure 39 Display of the Extract Complete Result Set from the Compound List

This step is optional. The CEF files for all of the samples are generated in “Find com-
pounds using DA Reprocessor”

a

b

Click File > Export > as CEF. The Export CEF Options dialog box is opened.

Select the data files to be exported from the List of opened data files. Create a
new folder for the exported CEF files to aid documentation of the class prediction
workflow and to make it easier to distinguish any new CEF files from previous
CEF files.

Update the other parameters in the Export CEF Options dialog box.
Click OK.

You can review the results from this step by importing the CEF back into
MassHunter Qualitative Analysis by following step 3 - “Display and review the Com-
pound List after running MassHunter DA Reprocessor.” on page 60.
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Find compounds using
DA Reprocessor

1. Close your data file.

2. Find Compounds by
Molecular Feature using
MassHunter DA Reproces-
sor.

Find compounds using DA Reprocessor

Class prediction involves applying your method to a large number of sample files,
each of which may contain a large number of compounds. MassHunter Qualitative
Analysis can be used to process all of your data sets. However, MassHunter DA
Reprocessor provides a more efficient and automated means to run your
MassHunter Qualitative Analysis method on multiple sample files. Therefore your
method is run on the entire class prediction sample set using DA Reprocessor.

a Click File > Close Data File.

b Click No. Do not save the results.

o
a Click the DA Reprocessor icon located on the desktop, or
click Start > All Programs > Agilent > MassHunter Workstation > Acq Tools >
DA Reprocessor.

Press F1 from within MassHunter DA Reprocessor to start online Help. For exam-
ple, click DA Reprocessor > Shortcut Menu for Worklist (from the top left cell)
for instructions on creating a worklist containing multiple samples.

B oo Repeocessor- Offing Unikeies B.05.00 [B270.7) = ===
2 EE- @ sy

Sample Name Sample Position Data File Meathod Formula Protain

Add MuRinle Sample...
Add Sample

Figure 40 Adding samples to the MassHunter DA Reprocessor worklist

b Right-click the top left cell of the worklist and click Add Multiple Samples as
shown in Figure 40.

c Select the folder and file names that refer to your samples.
d Click Open.

e Click the Method name for the first sample in row 1 and select the name of the
method saved from MassHunter Qualitative Analysis. If the method you saved is
not in the immediate list, select “Other”, and then you can select the folder and
method using the Open File dialog box as shown in Figure 41 on page 60.
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Figure 41  Selecting the MassHunter Qualitative Analysis method

f Copy the method from the first sample to each of the samples in the worklist;
right-click on the method in row 1, and click Fill > Column (see Figure 42).

B 0 Repracessor- Offine Usities 0.04.04 (6270.2) JEEE
BEE-® i

7  SampleNome | Snmple Position Data File Mathod Formula Protain -
= e ; :

F1Al
Fl-A2
F1-A1
Plad
P45
Fl-Ah
F1-A7
P1-A8
P1-A1
GEEH
F1-8] ’
Flad ClMaszHuniedDats SCFAM Ona FiCFMassHistarmathad UM

Figure 42  Copying the data analysis method to each sample in the worklist

g Click the Start icon (SHETE ) in the toolbar to run the worklist. The progress is
indicated on the worklist sheet as each sample is completed.

The CEF files containing the molecular features from the samples are automati-
cally placed in the folder containing the data files. Each CEF file has the same root
name as the sample data file. You import the CEF files into Mass Profiler Profes-
sional for feature selection in the next step of the class prediction workflow.

3. Display and review the a Return to MassHunter Qualitative Analysis. If you closed the MassHunter Quali-
Compound List after tatiéf" Akn:Iysis p;;)lglyrgm, do the foll\lo_vlving: Vasch Worketat oual
runnina MassHunter DA + Click Start > rograms > Agilent > MassHunter Workstation > Qualita-
Reprocgessor tive Analysis B.06.00. The version number may instead be B.07.00 or later.

+ Click Cancel when the Open Data File dialog box opens.
b Click File > Close All to close any open data files. Do not save any results.

¢ Click File > Open Data File to open one of the original sample data files including
the chromatographic data and the results of Find Compounds by Molecular Fea-
ture. Mark the Load result data check box.

or

Click File > Import Compound to open one of the CEF files that contains the
molecular feature results of Find Compounds by Molecular Feature.

60



Find the features in your samples

4. Optional - Extract results.

MassHunter Profinder

1.

Start MassHunter Profinder
software.

Batch Molecular

Feature
Extraction (MFE)

Find compounds using DA Reprocessor

Note: Because of the large number of features in a typical sample file, it is recom-
mended to open only one file at a time to review the results. Close the open file
and then open the next file.

d Display and review the Compound List as described previously in step 2 - “Display
and review the Compound List.” on page 56. The chromatographic results are
only visible if the original data file is opened.

This step is optional.

Extract your MS results as described previously in step 3 - “Optional - Extract
results.” on page 57.

The following examples use MassHunter Profinder B.06.00 running on 64-bit Win-
dows 7 Professional. If you already found your features using Qualitative Analysis
skip to “Next step...” on page 66.

Finding the untargeted features in your sample data files using Profinder involves
one self-directed wizard that involves four steps as shown in Figure 43.

Profinder: Batch Molecular Feature Extraction Workflow

. = l Compound o Post-
Extraction L Compound B Binning and B Priciadii
Parameters |~ Filters ]’ 3 < {l

Alignment Filters
\ J

Figure 43  Steps to find untargeted features using Profinder

The parameters recommended in the following steps are part of the Batch Molecular
Feature Extraction workflow wizard in Profinder. See Agilent G3835AA MassHunter
Profinder Software - Quick Start Guide for additional information on using Profinder.

MassHunter Profinder a software tool used to perform the function of finding molec-
ular features in TOF and Q-TOF data files. After the molecular features are found they
are imported into Mass Profiler Professional for statistical analysis. Feature finding
is an essential prerequisite to using Mass Profiler Professional.

a Double-click the Profinder icon [#==d located on the desktop,

Click Start > All Programs > Agilent > MassHunter Workstation > Profinder
B.06.00.

b Click the File > Add/Remove Sample Files or & 4dd/Remove Sample Files.. i the
toolbar to begin the workflow.
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=] agilent MassHunter Profinder B.06.00 - Untitied
: [[File] Edit Wiew Method Wizards Help
le Files.., IB

[ WewProject.
i 23 open Project..
il save Project

Save Project as.

H

B Add/Remowe Sample Files..,

Export as CEF..

Export as C5W..

Exit:

Export 2z Detailed C5V,

Find compounds using DA Reprocessor

Figure 44 Add sample files to begin feature finding in Profinder

2. Add all of the sample data a Click Add file(s) in the Add/Remove Sample Files dialog box.

files to Profinder.

AddfRemove Sample Files

Sample file selection and display order

Show/Hide

Samples

Polaiity Sample Group
oK Cancel

Figure 45 Add/Remove Sample Files dialog box

b Navigate to the folder containing your raw sample data files and in the Open File

dialog box.

c Select your raw sample data files in the Open File dialog box.

d Click Open.

Open file

Lack i [}

(3

Recent ltems

)

My Documents

—

R
%
%
L DB
4
4
%
4
%
L

Desktop

=
Computer

Control

BlFIEE]=

ﬁﬁ_ File name;

“D10B.4""D1B.d" "D2B.4" "DIE.d" "DAB.4" "D5B. - Open

Network Files of type: [ Data Files (%)

=) [ Cancel |

Help

Figure 46 Add/remove Sample Files dialog box

e Repeat steps a through d if your sample data files reside in multiple folders.

f Click OK in the Add/Remove Sample Files dialog box when all of your sample

data files are selected.
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3. Select the Batch Molecular
Feature Extraction
workflow.

4. Enter the extraction
parameters in (Step 1 of 4)
of the MFE workflow.

Find compounds using DA Reprocessor

AddfRemove Sample Files

Sample file selection and display order
Show/Hide Samples Polarity Sample Group ~|A
» vl Dled Pastive
DiBd Fosiive =
vl |peed Pasttive v
v |paEd Pasitive
7 | p4ed Fositive il

oK Cancel

Figure 47 Samples added to the Add/remove Sample Files dialog box

Begin the Batch Molecular Feature Extraction (MFE) workflow.
a Click Batch Molecular Feature Extraction.

b Click Next.

.‘. . .-. Feature Extraction Workflow
e, Select the feature extraction algorithm to run

Select algoithm
@ Batch Molecular Featurs Extraction
Batch Recursive Feature Extraction

Batch Targeted Feature Extraction

T
Figure 48 Select Batch Molecular Feature Extraction

Mew || Finsh |[ Cancel |

a Enter the parameters in the Extraction tab.

Extraction | |on Species | Charge State

Estraction algorithm
Taigetdstatype | Small molecules [chiomatographic) =

Input data range

Restrict retention time to minutes
Restict miz to iz
Peak iters
Use peaks with signakto-noise = (50
[Profie specira onky)
® Use peaks with height = 300 counts

(Profile and centraid spectial

Figure 49 Extraction Parameters Step 1 of 4 - Extraction tab

b Enter the parameters in the lon Species tab.

Extraction VEn'éDEGESi Charge State

Allowed ion species

Posiiive ions Negative ions Neutral losses

+CF3C00

+] [l

[+] [+]

Salt dominated pasiive ions (M+H may be weak or missing)

Figure 50  Extraction Parameters Step 1 of 4 - lon Species tab
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¢ Enter the parameters in the Charge State tab.

Extraction | lon Species | Charge State |

Isotape grouping

Peak spacing tolerance: 00025 m/z plus 70 ppm
Isotope model Commn arganic molecules -

Charge state

7] Limit assigned chargs states to a masimum of: 1

Treatians with unassigned charge as singly-charged

Figure 51  Extraction Parameters Step 1 of 4 - Charge State tab
d Click Next.

5. Enter the compound filters a Enter the parameters in the Mass Filters tab.
parameters in (Step 2 of 4)
of the MFE workflow.

Mass Fiers | Mass Defect | Advanced
Mazs fikers

Fiter mass st 5.000) ppm

Include arly thess massles)

C:\MassHunter\PCOLdefault csv

Figure 52 Compound Filters Step 2 of 4 - Mass Filters tab
b Enter the parameters in the lon Species tab.

Mass Fiters |; Mass Defect]| Advarced
Mass defect fitering

Filter results on mass defects

Constant

0.0000 0.0000; 100.00;

Constart [spmmetric)

0.mon

Figure 53 Compound Filters Step 2 of 4 - Mass Defect tab
¢ Enter the parameters in the Charge State tab.

Mass Fiters | Mass Defect | Advanced

Compound ion count threshold
& Include all Twio of more ions Only one jon
Compounds with indeterminate neral mass

Include @ Exclude Include only these:

Figure 54 Compound Filters Step 2 of 4 - Advanced tab
d Click Next.
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6. Enter the compound a Enter the parameters for compound binning and alignment.
binning and.alignment b Click Next.
parameters in (Step 3 of 4)
of the MFE workflow.

Binning and alignment tolerances

RT window = o % + 015 min

Mass windon - 500 ppm o+ 200 nDa

Figure 55 Compound Binning and Alignment Step 3 of 4

7. Enter the parameters for a Enter the parameters for the post-processing filters.
_the post-processing filters b Click Finish. Feature finding in the sample data files begins immediately.
in (Step 4 of 4) of the MFE
workflow.
MFE filters
Relative height »= 1000 %
Sc:eu[;F;g >: 70.00/ -

Minimum fiter matches
A compound must satisfy the checked MFE filter conditions in at least

2 [fefs) -

@ across all sample fefs)
in atleast ane sample graup

ineach sample group

Global filers
Limit o the largest 2000|  compound groupfs)

Figure 56 Post-Processing filters Step 4 of 4

8. Save your method. a Click Method > Save As to save your method.
b Navigate to the appropriate folder.
¢ Enter your file name.

d Click Save.

o2 Save Method ==
Savein | || B.OEOD ~| B [7] [
|41 BioConfimintactProtein-Default m ! Profi
a2 .. BiaCanfimintactPrateintighMass Defaul.m . Prafi
LS .| BioConfimDligonuclestidsl arge-Default m | 5am
Recentliems || g onfimligonucleotideS mal- Default m ! Sore
. BiaConfimProteinDigest Diefaul.m L Tes
.| BioCanfimSyritheticPeptide-Detaultm .| vF|
! ChromPeskSurveyDefault m L V&F]

CipBemmais (1} Dlass_Prediction WFG.m

Class_Prediction_WFG_FbF.m

B .| Class._Prediction_WFG_MFE.m

Deskiop | Defaultm
L.\ BC_OTOFm
1! Metabolomics-Defautm
1! PFHewerciseT m
it 4! Profinder - Pepid
Camputer L. Profinder - Peplides.m
d n )
‘i. File name:  Profinder Class_Prediction_MFE| s
Netwerk Files of type: | Method Files [.m) S
[ e ]
Options

©) Save orly Qualitative Analysis Method parameters

Figure 57  Saving a Profinder method
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You have now completed the find features step of the class prediction. In the next
workflow step you import your MFE results into Mass Profiler Professional to filter
and analyze the features.
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Import the extracted features from your sample data set into MPP, cre-
ate an initial differential analysis, and review the results for suitability to

perform class prediction.

Flter and analyze
the sample features

Qreate a new project
and experiment

Import & organize all of
your sample data - add
classifications
Filter, align, and
normalize the features
Quelitative Analysis
or Rrofinder Perform a differential
analysis Analysis:

Significance Testing and
Fold Change Wizard

Review the PCA
results and adjust your
filter parameters

Profinder Qual.

Fnd features recursively

using Find Compounds
by Formula (FoP)

Find features recursively
using Batch Targeted
Feature Extraction
Qualitative Analysis
or Rofinder

Divide the sample data
(CeF-files) into training
and validation data sets

Recreate your differential
analysis using your
training sample data




Filter and analyze the sample features

Create a new project and
experiment

Launch Mass Profiler
Professional

Set up a project and an
experiment

1.

Create a new project in the
Startup dialog box.

Create a new project and experiment

During this step of the class prediction workflow you import the CEF files created
from MassHunter DA Reprocessor, or Profinder, as a new experiment into Mass Pro-
filer Professional. MPP guides you through an initial differential analysis to help you
assess the suitability of your data set to perform class prediction.

Because the advanced operations available in the Workflow Browser do not guide
you through the initial steps of data import and differential analysis, it is not recom-
mended to skip this section of the class prediction workflow. All parameters, includ-
ing the default parameters used during the MS Experiment Creation Wizard, can be
edited at the conclusion of the differential analysis by using the operations available
in the Workflow Browser (see Figure 93 on page 97).

The following examples use Mass Profiler Professional B.12.61 running on 64-bit,
Windows 7 Professional.

Note: To obtain help and detailed information regarding the various fields and statis-
tical treatments press the F1 key on the keyboard or refer to the Mass Profiler Pro-
fessional User Manual.

Double-click the Mass Profiler Professional icon located on the desktop,
or click Start > All Programs > Agilent > MassHunter Workstation > Mass Pro-
filer Professional > Mass Profiler Professional.

If MPP is already open, close the project. Then, click the New project icon or
click Project > New Project, and begin the workflow at “Enter descriptive informa-
tion in the Create New Project dialog box.” on page 69.

A project is a container for a collection of experiments. A project can have multiple
experiments on different sample types and organisms. When you create a new proj-
ect you are guided through four steps:

+ Startup: Create your new project.

» Create New Project: Add descriptive information about the project.

» Experiment Selection Dialog: Create a new experiment to your project.
* New Experiment: Add custom information to store with the experiment.

a Click Create new project.

b Click OK.
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2. Enter descriptive
information in the Create
New Project dialog box.

3. Select your experiment
origin in the Experiment
Selection Dialog dialog
box.

4. Type and select information
that guides the experiment
creation in the New
Experiment dialog box.

Create a new project and experiment

O, startup ==
Welcome to MassProfiler Pro
Select what you would ke to do from the options below, then click on 0K
ko continue,
Options
@ Create new project
Open existing project
Open recent project
Select recent project [One Parameter - CP
Do ot show this dislog again
‘ [rep ) =]

Figure 58 Startup dialog box

a TypeClass prediction differential analysis as a descriptive
Name for the project.

b Type Class Prediction Workflow Guide. Initial differen-
tial analysis. One parameter with four conditions. as
a descriptive Notes for the project.

), Create New Project ==
New Project Details
Name  Class prediction differsntial anahysis|
Notes | Class Prediction Workflow Guide. Intial
differential analysis. One parameter with Four
conditions.
‘ (b ) [once |

Figure 59 Create New Project dialog box

Specify whether the wizard guides you through creating a new experiment or
whether the wizard opens an existing experiment.

a Click Create new experiment.

b Click OK. If you clicked the Open existing experiment button, you are prompted
for the experiment to add to the analysis.

@, Experiment Selection Dialog =
Choose whether you would like to be guided through the creation of  new
experiment or IF you would like ko open an existing experiment From 2 previous
project.

Choose Experiment
© Create new sxperiment
Open existing experiment
Help Cancel

Figure 60 Experiment Selection Dialog dialog box

Available entry options for the New Experiment dialog box depend on your experi-
ment type and data sources as outlined by Table 1 and Table 2 in the Agilent
G3835AA MassHunter Mass Profiler Professional - Familiarization Guide
(G3835-90010, Revision A, November 2012).

a TypeDifferential Analysis in Experiment name. This entry may be dif-
ferent from the project name previously entered.
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Create a new project and experiment

Select Mass Profiler Professional for the Analysis type to enable class predic-
tion. Only your licensed analysis types are available.

Select Unidentified for the Experiment type. Unidentified is the proper selection
when the compound features have only been identified by their neutral mass and
retention time using molecular feature extraction. The experiment type selection
determines how Mass Profiler Professional manages the data. Use Combined
(Identified + Unidentified) when you are unsure if the data is identified in full or in
part or when MassHunter Qualitative Analysis has been used previously to iden-
tify some of the compound features.

Select Analysis: Significance Testing and Fold Change for the Workflow type.

When you select Analysis: Significance Testing and Fold Change, the workflow
still takes you through the MS Experiment Creation Wizard first.

Regardless of your personal expertise, the Analysis: Significance Testing and Fold
Change workflow provides you with quality control to your analysis that improves
your results. You may customize the entire analysis at the conclusion of the work-
flow.

Type One independent variable (parameter name) with
four parameter values (classifications) inthe Experiment
notes.

Click OK.

3, New Experiment. =

Experiment description

Enter = name, anslysis ype, expariment type and & desired workflom type. "Analysis" will guide you through
a statistical significance test and fold change analysis, “Data Import® will quide you through experiment
creation only. "Class Prediction" wil guide you through the creation and testing of & prediction model, using
imported training data.

Experiment name | Differential Analysis

fnalysis type | Mass Profiler Professional =

Experiment type | Lnidentiied -

Workflow type | Analysis: Significance Testing and Fald Change -

Experiment notes | Oe independent variable (parameter name) with four parameter
walues (dlassiications)

‘| o | [k ] [Lcemee

Figure 61 New Experiment dialog box
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Import and organize
your sample data

Import your CEF files

Organize your files

Filter and align features

Review features and samples

Normalize features

Import the data files into
the experiment

Importing and organizing your sample data consists of sequential steps that defines
the experiment containing your samples (data files), interpretations, and associated
entity lists. Up to eleven steps are involved in the MS Experiment Creation Wizard.
The steps you use with your experiment depend on your description and data
source.

Importing your data and creating your experiment from the features found in this
example involves only the steps presented below:

Step 1. Select Data Source: Select the data source that generated the molecular
features you are using for your experiment.

Step 2. Select Data to Import: Select the molecular feature sample files.

Step 5. Sample Reordering: Organize your samples by selecting and deselecting
individual samples and reordering the selection to group the samples based on the
independent variables.

Step 6. Experiment Grouping: Define the sample grouping with respect to your inde-
pendent variables, including the replicate structure of your experiment.

Step 7. Filtering: Filter the molecular features by abundance, mass range, number of
ions per feature, and charge state.

Step 8. Alignment: Align the features across the samples based on tolerances
established by retention time and mass. This step is omitted when the experiment
type is “identified” because identified compounds are treated as aligned by identifi-
cation.

Step 9. Sample Summary: Display a mass versus retention time plot, spreadsheet,
and compound frequency for the distribution of aligned and unaligned entities in the
samples. Compound Frequency charts provide a quick view into the effectiveness of
the alignment of unidentified experiment types. The Back and Next buttons in the
wizard let you easily review the effects of different alignment and filter options.

Step 10. Normalization Criteria: Scale the signal intensity of sample features to a
value calculated by the specified algorithm or an external scalar.

Step 11. Baselining Options: Compare the signal intensity of each sample to a rep-
resentative value calculated across all of the samples or the control samples.

Your data files are imported in to Mass Profiler Professional during Step 1 and Step 2
of the MS Experiment Creation Wizard.
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1. Select the data source in
the MS Experiment Cre-
ation Wizard (Step 1 of
11).

2. Select the sample data to
import in the MS
Experiment Creation
Wizard (Step 2 of 11).

a Click MassHunter Qual.

b Select the Organism represented by your samples. Selection of an organism is
important if you plan to use pathways.

¢ Click Next.

€, MS Experiment Creation Wizard (Step 1 of 11) =

Select Data Source
Choose the data sources that will be used For the experiment

@) MassFuntes Gl
(©) MassHunter 1CP-M5
() AMDIS

() Generic

Grganism Rattus norvegicus -

Figure 62 MS Experiment Creation Wizard Step 1

a Click Select Data Files.
b Select all of the class prediction data files.

Note: Orderly naming of the data files with respect to the parameters related to
the independent variables helps you make sure that all of the data is selected.

¢ Click Open.
d Click Next.

&, MS Experiment Creation Wizard [Step 2 of 11) (=]

Select Data to Import

Data may be imported from Files or previous experiments

Trpe , open =
Lookin: | |} Class_Prediction_Al Data - 2eEE

I
=
Recent Items

Desktop

|3
£

My Documents

LW
[y

Computer

,
‘._.g File name: 1B, cef" "DSE.cef" "DEB.cef* "D7E cef" "D3E.cef" "D9B, cef"

Hetwork
rwer Files of type: | MassHunterQual - Unidentified {*,CEF) -
Select DakaFlles | | Select Samples | | Remove
[_s<Back | [ Next>> | [ Fiish | [ cancel ]

Figure 63 Selection of the sample CEF files from MassHunter Qualitative Analysis
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Order and group the sample

data files

1.

Review and order the
selected files that are
imported in the MS Experi-
ment Creation Wizard
(Step 5 of 11).

Import and organize your sample data

€, MS Experiment Creation Wizard (Step 2 of 11) =

Select Data to Import
Data may be imported From fles or previous experiments

Type Selected files and samples
D108, cef i
D118.cef
D126, cef
D138.cef
D14B.cef

D158.cef
D16E. cef
D178.cef
D186, cef
D198.cef
DiB.cef

D20E. cef

g o oo e o A

[ Selestbalalies ] [ selectanples | | remore
Help { << Back H Next 3> | Finish | Cancel ]

Figure 64 Selected sample files in the MS Experiment Creation Wizard Step 2 are
arranged in alphabetical order. This order is not necessarily the experimental order.

When the data files are imported into your experiment, they are ordered alphabeti-
cally. Depending on your sample naming, the files may or may not be ordered in a
fashion that simplifies assigning your experimental grouping in the next step of the
MS Experiment Creation Wizard. Your sample data files are ordered in this step of
the MS Experiment Creation Wizard.

a Click one or more samples that you want to reorder. Selected sample rows are
highlighted as shown in Figure 65 on page 74.

In this example reordering the sample files to restore the numerical order from
that shown in Figure 64 to the order shown in Figure 65 on page 74 reduces the
potential for make a grouping error in the next step. The numerical order in this
example correlates to the parameter values shown in Figure 7 on page 21.

b Click the Up g or Down gl buttons to reorder the selected sample or samples.

¢ Click the Restore El button at any time to return the sample order to your start-
ing point when this step was begun.

d Repeat the reordering steps as often as necessary to obtain your order.

e Mark the Select check box in the same row as the Sample Name for the samples
to import for your analysis, or click Select All.

f Click Next.
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2. Group samples based on
the independent variables
and replicate structure of
your experiment in the MS
Experiment Creation
Wizard (Step 6 of 11).

|, MS Experiment Creation Wizard [Step 5 of 11) ==

Sample Reordering
T re-order the samples, select the samples and use the appropriate buttons on the right b move samples Up or down, This sampls
order will be used throught out the experiment,
Deselect the samples that nesd nat be mported,

Select Sample Name

I

<f<l<l<i<]<]

D10E
D11E

EEE

D12E
D136
D146
D156
D1cB
176 ol

| [=2rek ] [men ] [ e | o]

Q€ S EEEE

Figure 65 Selection and reordering of the sample files in the MS Experiment Cre-
ation Wizard Step 5

Your sample grouping is determined by your experiment definition. An independent
variable is referred to as a parameter name. The attribute values, or conditions,
within an independent variable are referred to as parameter values. Samples with
the same parameter values within a parameter name are treated as replicates. In
order to proceed, at least one parameter with two parameter values must be
assigned.

Only the first two parameter names (independent variables) in your experiment are
presented in the summary at the conclusion of the MS Experiment Creation Wizard.
All parameter names and values entered at this time can be edited during the Analy-
sis: Significance Testing and Fold Change workflow and at the conclusion of the
workflow by using operations available in the Workflow Browser.

'@, MS Experiment Creation Wizard (Step § of 11) =

Experiment Grouping

Experiment parameters define the grouping or replicate structure of your experiment. Enter experiment parameters by clicking on the
"&dd Parameter” button. You may enter as many parameters as you like, but only the first two parameters will be used for analysis in
the guided workflow. Other parameters can be used in the advanced analysis. You can also edit and re-order parameters and parameter
values here

Displaying 40 sample(s) with 0 experiment parameter(s). To change, use the button contrals below.
EEEE L]

D1B
D2
DsEB
D4B
DSE
]
7B
BB
9B
D108
D118
D128 -

Add Parameter. Edit Parameter.. Delete Parameter
| o] (o] [ 5o | [

Samples

[

Figure 66 Before grouping samples in the MS Experiment Creation Wizard Step 6

Figure 66 the wizard correctly indicates that 40 samples are displayed in the experi-
ment; ten replicate samples from each of the four conditions.
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Assign parameter name and
values for the first, or only,
independent variable

Import and organize your sample data

Note: When entering Parameter Names and parameter Assign Values, it is very
important that the entries use identical letters, numbers, punctuation, and case in
order for the Experiment Grouping to function properly. Click Back or Experiment
Setup > Experiment Grouping to return to experiment grouping if an error is identi-
fied later in the Analysis: Significance Testing and Fold Change workflow or when
performing operations available in the Workflow Browser, respectively.

To apply previously saved experiment parameters and parameter values saved in a
tab separated value (.tsv) file, click the Load experiment parameters button, or the
Import parameters from samples button, and skip most of the following steps.

a Click Add Parameter. The Add/Edit Experiment parameters dialog box is
opened.

@, M5 Experiment Creation Wizard (Step 6 of 11] =]
Experiment Grouping| & s da/Edit Experiment Parameter E
Experiment parameters| ing of \ ameters by cicking on the
“Add Parameter” buttor] | Grouping of Samples will be: used For analysis in
the guided warkflaw. Of Samples with the same parameter values are treated as replicate er parameters and parameter
values here. samples. To assign replicate samples their parameker values, select
the samples and click on the "Assign Yalues" buttan, and enter the
- walue For the group. Set the parameter type to umetic' ta
Disply inkerpret the parameter values as numbers, rols below.
% 59 29 | 6E B Parameter name  |New Parameter
Parameter type | Non-humeric v
1 o
2 Sarpies lumeric
3 DiE B
4 D26 =
D5E 38 =
D6E D4s 1
D7E pse
BER es
B o7s
0B (3]
1B D98
2B D10E
D138 i1
D148 iz
D158 D136 2 X
fssignvalue,.. | [ Clear
=3 SIS

Figure 67 Grouping of samples

b Type a brief, descriptive name for the independent variable into the Parameter
name. Type Classification for the example experiment.

¢ Select Non-Numeric for the Parameter type for your grouping when the grouping
is not a quantitative value.

@, M3 Experiment Creation Wizard (Step 6 of 11) =]

Experiment Grouping| g s qu/edit Experiment Parameter =
Experiment parameters| ing of \ ameters by cicking on the
“Add Parameter” buttor] | Grouping of Samples il be: used For analysis in

the guided warkflaw, O Samples with the same parameter values are treated as replicate er parameters and parameter
values here. samples. To assign replicate samples their parameker values, select
the samples and click on the "Assign Yalues" buttan, and enter the
walue Far the group. Set the parameter type to umeric’ to

Displg Interpret the parameter values as numbers, TSR,
SR Parameter name | Classfication
Parameter type | Mon-Mumeric -

1 o
2 Assign value

H

T Enter avalue for the selected samples =
DB Control
D6E

7!

E

B

108
D118
D128
D138
D148
D158 B

| e SN

Figure 68 Entering a non-numeric parameter value during Experiment Grouping
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Assign additional parameter
values for the first parameter
name

Assign parameter name and
values for the second indepen-
dent variable

d Click the sample rows, while pressing the Shift or Ctrl key as necessary, to select
the samples that are part of the first parameter value of the parameter name.

e Click Assign Value after the sample rows have been selected.
f Type Control in the Assign Value dialog box.
g Click OK.

a Click the sample rows, while pressing the Shift or Ctrl key as necessary, to select
the samples that are part of the next attribute value within the parameter name.

b Click Assign Value after the rows have been selected.

¢ Type an appropriate description for the parameter value in the Assign Value dia-
log box. The remaining parameters values are Var AW, Var BR, and Var CN.

d Click OK.

e Repeat the row selection and assign value process as necessary to complete the
assignment of the samples to each of the classifications for the independent vari-
able.

f Click OK when all of the attribute values (Assign Value) are assigned to the cur-
rent independent variable (Parameter Name).

The example class prediction sample data set does not have a second independent
variable. At this time you can use an additional parameter to divide your entire data
set into training and validation data sets for class prediction (as shown in Figure 69
on page 77). Note that when you import the validation data set with your training
data set, the features of the validation data set are aligned and normalized with the
training data set.

If your experiment and sample data contain a second independent variable, follow
the steps below, otherwise skip ahead to “Assign parameter values for the remain-
ing independent variables” on page 77.

a Click Add Parameter to begin parameter assignment for the next independent
variable.

b Type a brief, descriptive name for the second independent variable into the
Parameter Name. Type Class Prediction for the example experiment to
separate the training and validation data sets.

¢ Select the Parameter type. Use Numeric when the values are quantitative or
reflect a degree of proportionality among the samples with respect to the inde-
pendent variable.

d Click the sample rows, while pressing the Shift or Ctrl key as necessary, to select
the first attribute of the typed parameter name.

e Click Assign Value after the rows have been selected. The recommended param-
eters values are Training and Validation.

f Type a descriptive name or value in the Assign Value dialog box.

g Click OK.
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Import and organize your sample data

Assign additional parameter a Click the sample rows, while pressing the Shift or Ctrl key as necessary, to select
values for the second indepen- the next attribute value within the parameter name.
dent variable b Click Assign Value after the rows have been selected.

¢ Type a descriptive name or value in the Assign Value dialog box.

d Click OK.

e Repeat the row selection and assign value process as necessary to complete the
assignment of the samples to each of the attribute values for the independent
variable.

f Click OK when all of the attribute values (Assign Value) are assigned to the cur-
rent independent variable (Parameter Name).

Assign parameter values for a Repeat “Assign parameter name and values for the second independent variable”

the remaining independent through “Assign additional parameter values for the second independent vari-

variables able” as often as necessary to assign all of the independent variable parameter
names and to assign their concomitant attribute values.

b To save your experiment parameters and parameter values to a .tsv file, click the
Save experiment parameters button.

¢ Click Next.

), MS Experiment Creation Wizard (Step 6 of 11) =
Experiment Grouping
Experiment parameters define the grauping or replicate structure of your experiment. Enter expetiment parameters by clicking on the
“#dd Parameter” button, Yfou may enter as many parameters as you like, but only the first bwo parameters will be used For analysis in
the guided workflow, Other parameters can be used in the advanced analysis. ou can also edit and re-order parameters and parameter
wvalues here,
Displaying 40 sample(s) with 2 experiment parameter(s). To change, use the button controls below.
% 5 29| 60 B BB
Samples Classifiation Class Prediction
1l Control Training -
2 Control ‘alidation
3 Contro Training
4] Caontro Training
0SB Control Training
DeB Control ‘Training
C7B Cantrol Training
8B Cantro raining
B Caontro raining
0B Contro raining
1B War Al raining
D1ze ar Al Training
D13B ar A ‘valiciation
D148 ar AW Training
5 ar Al raining
5] ar Al raining
7 ar Al raining
k] War Al raining
D1se ar Al Training
D20B ar A ‘Training 2
D218 War BR Training r
D228 ar BR Training
23 ar BR Training
24 ar BR ‘alidation
25 ar BR Training
26| war BR Training
D278 ar BR Training
D288 var BR ‘Training
D298 war BR Training
0 ar BR raining
1 War CN raining
2 ar CN raining
3 ar CN raining
D248 var CN Training
D258 ar Ch ‘valiciation
D36B ar Ch Training
37 ar Cl raining
33 ar Cl raining
el ar Cl raining
40| ar C| raining 2z
Eft Praeter..| [ Dobtm Farameter
| [=2rek ] [men ] [ e | o]

Figure 69 Assigned parameter values for the entire sample data set after experi-
ment grouping is competed
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Filter, align, and
normalize the sample
data

1. Select and enter the data
filter parameters in the MS
Experiment Creation Wiz-
ard (Step 7 of 11).

Filter, align, and normalize the sample data

You filter, align, and normalize your sample data in Steps 7 through 11 of the MS
Experiment Creation Wizard. At each step of the process, you can view your prog-
ress and return to prior steps to adjust your results.

Filtering during the data import process may be used to reject low-intensity data or
restrict the range of data. After data is imported, several filtering options may be
applied: Abundance, Retention Time, Mass, Flags, Number of ions, Mass and Mini-
mum Quality Score. Since filtering works with both GC/MS and LC/MS data, the
term Abundance actually refers to volume for MFE generated CEF files, and the term
Abundance actually refers to area for FbF generated CEF files. The parameters may
be cleared to preserve prior filtering that was used to generate the CEF file.

a Mark the Minimum absolute abundance check box and type a value of 5000
counts.

b Clear the Limit to the largest check box. An arbitrary limit for metabolomics anal-
yses is not recommended.

¢ Clear the Minimum relative abundance check box under the Abundance filtering
group heading.

d Mark the Use all available data check box.

e Clear the Use all available data check box and type 50. 01 for the Min Mass
and 1000 for the Max Mass. Filtering by maximum mass improves the statistical
analysis by rejecting masses that are not significant to the experiment.

f Click Minimum number of ions and type 2. The mass filter does not need to
include reference ions.

g Click Multiple charge states forbidden. The example data are from a metabolom-
ics analyses and involve singly charged ions.

h Click Next.

), MS Experiment Creation Wizard [Step 7 of 1] ==
Filtering
Filtering during the data import process may be used to reject low intensity data or restrict the range of data. After data is imported,
there are several Filtering options that may be applied: Fiter by Frequency, Abundance, Yariability, Flags and nnotation, For AMDIS
experiments ‘Number of ions' filker is Number of Model ions'.
Abundance fitering A
/| Minimurn absolute abundance 5000 counts
Limit ko the largest compaunds
Minimum relative abundance o
Retertion time Filtering Mass Filtering
/| Use all availsble data Use all availsble data
Min RT(0.0499) [0.0490 Min Mass (54.008)  |50.01
Max RT (18.1661) |18.1661 Max Mass (1458,2503) 1000
Mumber of ions Charge states
e AR 2 Al charge states permitted
Multiple charge states required
ST eIy o e S S P
| Help \ << Back H Next 3> \ Finish | Cancel |

Figure 70 Recommended filtering parameters in the MS Experiment Creation Wiz-
ard Step 7
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2. Select and enter the
retention time and mass
alignment parameters in
the MS Experiment
Creation Wizard (Step 8 of
11).

3. View and review the
compounds present and
absent in each sample in
the MS Experiment
Creation Wizard (Step 9 of
11).

Compounds from different samples are aligned or grouped together if their retention
times are within the specified tolerance window, and the mass spectral similarity as
determined by a simple dot product calculation is above the specified level. Reten-
tion alignment rewrites the retention times in the data file so that your input or algo-
rithmically selected features are used to correct the retention times.

a Clear the Perform RT correction check box. A larger retention time shift may be
used to compensate for less than ideal chromatography.

If retention time correction is used, it is recommended to perform retention time
correction with at least two widely spaced standards, and the standards must be
present in every sample. With standards the correction is based on a piecewise

linear fit.

b Type 0.1 % and 0.15 min for RT Window under Compound alignment. Smaller
values result in reduced compound grouping among the samples leading to a
larger list of unique compounds in the experiment.

¢ Type 5.0 ppm and 2.0 mDa for Mass Window. A mass window less than 2.0
mDa for higher masses is not recommended.

d Click Next.

€, MS Experiment Creation Wizard (Step 8 of 11) =

Alignment Parameters

Unidentified compounds fram different samples are aligned or grouped togsther f their retention times are within the specified tolerance
window and the mass spectral smilarity as determined by & smpls dot praduct calculation abave the specfied level.

Retention time Correction
Perform RT correction

Maimum Allowed RT shift = 0.5 P + 05 in
Mass Window = 15.0 ppm + 2.0 mDa
RT Carrection Method

‘without Standards
with Standards
o, of Internal Standards [ 2

RT{minutes) mass(Da)

1

2,

Compaund alignment
RT Window = 0.1 %+ 0.15 i
Mass Window = s.0 ppm + 2.0 mDa

Help [ ssBack | [ Bextz> || Fnsh | [ gancel |

Figure 71 Recommended alignment parameters in the MS Experiment Creation
Wizard Step 8

This step presents a summary of the compounds present and absent in each of the
samples based on the experiment parameters including the application of the filter
and alignment parameters.

Note: Click Back to make changes in the Filtering (Step 7 of 11) page and the
Alignment Parameters (Step 8 of 11) page parameters, and then return to this
Sample Summary (Step 9 of 11) page several times to develop a feel for how each
of the parameters affects the compound summary.

a Clear the Export for Recursion check box. Exporting the compounds for recursion
at this step in the class prediction workflow is not recommended. Better results
are obtained after the data has been filtered for significance in the following
steps.
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b Click Next.

3, MS Experiment Creation Wizard [Step 9 of 11) =

Sample Summary
A right-click mouse action on the graph or the spreadsheet wil offer additional display and export options,

|| Export For Recursion
Tokal rumber of Aligned Compounds = 3763

Mass s RT| Compound Frequency

Total Samples: 40

Mo. of Compounds

42 40 38 3 34 332 30 28 28 24 22 220 18 18 14 12 10 B 8 4 2

Frequency
Frequency | Number 0-1% 1-3% 3-10% 10-30% 30-100% Total Cumulati...
40 a5 74 11 7 E 0 2800 2800 -
29 41! 32 7 2 0 0 1599 5399
& 2 ] 4 4] 0 0 874 6273 |[E
7 4 0 1 1] 0 592 6865 L
3 3 1 1 ] ] 648 7513
5 g 1 4] ] ] 665 8178
34/ 12 12 0 4] ] ] 408 8586
33 15 15 8] 0 ] 0 495 9081
32 21 19 0 1] 1] 0 672 9752
31 16 14 0 1 1] 0 496 10249
30/ 115 24/ 15 2 3 1 3450 13699 il
) az a1 1 ) o 1708 1cnna
| (Lesback | [Lmxza ] | Esh | [Lconee |

Figure 72 Compound frequency view of the sample summary page in the MS
Experiment Creation Wizard Step 9 - Untargeted feature finding

3, MS Experiment Creation Wizard (Step 9 of 11) =

Sample Summary
A right-click mouse action on the graph or the spreadsheet wil offer additional display and export options.,

[ Export For Recursion
Total number of Aligned Compounds = 3763

Mass s RT | Compound Frequency

o g -
&
"
2 4 3 g 10 12 14 16 18
RT (minutes)
Sample Name Compounds Present Compounds Absent Legend - Mass vs RT
D208 1094 2663| » | Color by Fraquency
D1llE 881 2882
D188 978 2785 —————=8
D13 1041 2722 49 24 361
D15E 1102 2661
D35E 1038 2725
D7B 513 2150
D25E 1300 2463
D27E 1241 2522
D48 718 2045
D33E 1118 2645

D3B 502 3161 -
—_—————————————————————————————

[ << Back ][ Next =5 ] Finish [ Cancel ]

Figure 73 Mass versus retention time view of the sample summary page in the
MS Experiment Creation Wizard Step 9 - Untargeted feature finding

Replicates should have similar numbers of compounds present and absent. You can
see this easily if the files have a systematic naming system that sorts the replicates
together by file name. In this example the sample files names are mixed but the sim-
ilarity in compounds present and absent is still visible.

Sample summary with When the experiment is created using recursive features (targeted feature finding)
recursive features the compound frequency (Figure 74 on page 81) shows a high frequency of com-
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4. Select whether to
normalize the data in the
MS Experiment Creation
Wizard (Step 10 of 11).

Filter, align, and normalize the sample data

pounds present in all of the samples compared to when the features were untar-
geted (Figure 72 on page 80).

With a recursive, targeted feature finding, data set the compound frequency and
mass versus retention time views of the 36 training sample data files (Figure 74 and
Figure 75) show that all of the training samples have a similar number of compounds
present, compared to before recursion when just replicates within a classification
showed similarities (Figure 73 and Figure 74 on page 81).

3, MS Experiment Creation Wizard [Step 9 of 11) =

Sample Summary

A right-click mause action on the graph or the spreadshest wil offer addtional display and export optios.

[T Bxport, For Recursiont
Total number of Aligned Compounds = 1138

Mass s RT| Compound Frequency

Total Samples: 38

i = |
G 36 s 52 a0 za 2 24 22 20 8 e 1 = 1w s & & 2z o
Frequency
Frequency | Number | 0-1% 1-3% 3-10% | 10-30% [ 30-100% | Total |cCumulati.
26 680 605 42 25 7 L 24480[ 24480
35 53 49 0 z fl 1] 1855 26335 [z
34 20 18 1 1 0 0 680 27015
33 17 17 o o 0 0 561 27576
32 18 16 o 1 1 0 576 28152
31 0 9 o o 0 1 310 2@462
30 4 14 o o 0 0 420 2@sB2
29 0 7 1] 2 [ 0 290 29172 _
ol i1 5 i 2 ac
[L<zBack | [(Net>> | [ Fnsh | [Cancel |

Figure 74 Compound frequency view of the sample summary page in the MS
Experiment Creation Wizard Step 9 - Targeted feature finding (recursive)

3, MS Experiment Creation Wizard [Step 9 of 11) =
Sample Summary
A right-click mouse action on the graph or the spreadsheet wil offer additional display and export options,
|| Export For Recursion
Tokal number of Aligned Compounds = 1138
(Mags VSR T Compound Frequency
o

o !

a Rl ROy s [ i L R

= "5 i Pl r i ] i

2 4 6 8 10 12 14
RT (minutes)
Sample Name Compounds Present Compounds Absent

D20E 8493 245| &

D11B 894 244|_

D18E BIE) 242

D15E 894 244/

D7B 899 239

D25E 898 240

D27E 900 238

D4E 893 233

D338 893 239)~

[L<zBack | [(Net>> | [ Fnsh | [Cancel |

Figure 75 Mass versus retention time view of the sample summary page in the
MS Experiment Creation Wizard Step 9 - Targeted feature finding (recursive)

Normalizing the data reduces the variability caused by sample preparation and
instrument response. From the list of compounds present in all of the samples you
may pick one as an internal standard. No internal or external standard is selected at
this time.

a Select None for the Normalization Algorithm in the Normalization tab.

b Clear the Use External Scalar check box on the External Scalar tab.
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¢ Click Next.

3, MS Experiment Creation Wizard (Step 10 of 11 =

Normalization Criteria

The compounds associated with each sample may be normalized to an internal standard, percentile shift, quantie andjor an external
scalar.

Normalization | External Sealar

Normalzation Algorithn [Mone (=]
[internal Standard

[Percentis Shift
[Quartie

| Help [[<sBak | [(bext>> || Enish | [ gancel ]

Figure 76 Normalization tab in the MS Experiment Creation Wizard Step 10

@, M5 Experiment Creation Wizard [Step 10 of 11 =

Normalization Criteria

The compounds associated with each sample may be normalized to an intenal standard, percentile shift, quantile andfor an external
scalar

| Mormalization | External Scalar

|| Use External Scalar

Samples Scale To Value

1 0|
2 0
E o
4| ]
DSE 10
D6B 1.0]
D78 10
D&k 10
DaB 10
D108 10
Help [C<<Badc ] [(ext>»> || Fnish | [ gancel |

Figure 77  External Scalar tab in the MS Experiment Creation Wizard Step 10

5. Select whether to compare Baselining is a technique used to view and compare data. It involves converting the
features in each sample to original data values to values that are expressed as changes in the data values rela-
tive to a calculated statistical value derived from the data. The calculated statistical

the response of the . )
P value is referred to as the baseline.

features across multiple

sampl_es in the M? Four baselining options are available:
Experiment Creation 1. None: Recommended if only a few features in the samples exist.
Wizard (Step 11 of 11). 2. Z-Transform: Recommended if the data sets are very dense, data where very

few instances of compounds are absent from any sample, such as a quantita-
tion data set from recursion.

3. Baseline to ____ of all samples: The abundance for each compound is nor-
malized to its selected statistical abundance (median or mean) across all of
the samples. This has the effect of reducing the weight of very large and very
small compound features on later statistical analyses.

4. Baseline to ____ of control samples: The abundance for each compound is
normalized to its selected statistical abundance (median or mean) across just
the samples selected as the control samples. This has the effect of weighting
the compound features to a known value that is considered to be normal in the
population while reducing the effect of large and small compound features.

a Click Baseline to of all samples.
b Select median for the Baseline to of all samples.

¢ Click Finish.
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€}, MS Experiment Creation Wizard (Step 11 of 11) =

Baselining Options
There are four hassline options.

Hone - This option will trsat compounds with largs intensities as more significant than compounds with lesser intensities.
2 Transform - This option should be used when comparing data from dfferent sources.

Bassline sach entity to medianimean acrass samples or control samples - These aptions wil reat all compounds squally regardiess of
their intensity.

Options

Mone
Z-Transform
© Baseline to | median | o all samples

Baseline to | medisn of control samples

Index Samples Control Samples
D18
D2B

D4
D5

D7E
DEB
DSB
D10E

| Help << Back Next == Einish | |}

-

Figure 78 Selecting baselining options in the MS Experiment Creation Wizard
Step 11

A Progress dialog box (Figure 79) is displayed while your samples are processed
and prepared for performing your initial differential analysis.

Progress

Creating Samples...

Cancel

Figure 79  Selecting baselining options in the MS Experiment Creation Wizard
Step 11

Note: The Analysis: Significance Testing and Fold Change Wizard immediately starts
if you selected Analysis: Significance Testing and Fold Change for the Workflow
type in the New Experiment dialog box.
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Perform a differential
analysis

Differential analysis steps

The Analysis: Significance Testing and Fold Change workflow helps you create an
initial differential expression from your data and identify the most significant fea-
tures from among all of the features previously found using molecular feature
extraction. The steps necessary to create your initial differential expression are pre-
determined and based on the experiment type, experiment grouping, and conditions
you entered when creating your project and setting up your experiment. The Signifi-
cance Testing and Fold Change workflow does not start if Data Import Wizard was
selected as the Workflow type in the New Experiment dialog box (Figure 61 on
page 70).

The workflow displays the sequence of steps on the left-hand side navigator with
the current step highlighted (see Figure 80 on page 85). Some steps may be auto-
matically skipped for your experiment. All of the parameters can be edited at the
conclusion of the Analysis: Significance Testing and Fold Change workflow by using
the operations available in the Workflow Browser (see Figure 93 on page 97).

Step 1. Summary Report: Displays a summary view of your experiment based on the
parameters you provided in the Import Data wizard. A profile plot with the samples
on the x-axis and the log normalized abundance values on the y-axis is displayed. If
the number of samples is more than 30, the data is represented by a spreadsheet
view instead of a profile plot.

Step 2. Experiment Grouping: Independent variables and the attribute values of the
independent variables must be specified to define grouping of the samples. An inde-
pendent variable is referred to as a parameter name. The attribute values within an
independent variable are referred to as parameter values. Samples with the same
parameter values within a parameter name are treated as replicates.

Step 3. Filter Flags: The compounds created during the experiment creation are now
referred to as entities. The entities are filtered (removed) from further analysis based
on their presence across samples and parameter values (now referred to as a condi-
tion).

Step 4. Filter by Frequency: Entities are further filtered based on their frequency of
presence in specified samples and conditions. This filter removes irreproducible
entities.

Step 5. Quality Control on Samples: The samples are presented by grouping and the
current Principal Component Analysis (PCA). PCA calculates all the possible princi-
pal components and visually represents them in a 3D scatter plot. The scores shown
by the axes scales are used to check data quality. The scatter plot shows one point
per sample colored-coded by the experiment grouping. Replicates within a group
should cluster together and be separated from samples in other groups

Step 6. Significance Analysis: The entities are filtered based on their p-values cal-
culated from a statistical analysis. The statistical analysis performed depends on the
samples and experiment grouping.

Step 7. Fold Change: Compounds are further filtered based on their abundance

ratios or differences between a treatment and a control that are greater than a spec-
ified cut-off or threshold value.
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Feature selection for recursion

1.

Inspect the entities in the
Analysis: Significance
Testing and Fold Change
(Step 1 of 8) workflow.

Step 8. ID Browser ldentification: The final entity list is directly imported into ID
Browser for identification and returned to Mass Profiler Professional.

If your main objective for this initial differential analysis is to export the significant
features identified in your data so that they can be used as targeted features to
improve your feature finding, it is recommended to process the features through at
least “Enter the parameters for Filter Flags in the Analysis: Significance Testing and
Fold Change (Step 3 of 8) workflow.” on page 87. The Filter Flags step is used to
require that a feature must be present in at least two samples, which removes “one-
hit wonder” features and helps recursive finding in MassHunter Qualitative Analysis
run efficiently. A “one-hit wonder” is an entity that appears in only one sample, is
absent from the replicate samples, and does not provide any utility for statistical
analysis.

Double-click and right-click to enable the actions available on the spreadsheet, or
profile plot, to inspect an entity, to change the plot view, to export selected data, or
to export the plot to a file. For the example data set, the summary report is displayed
in a spreadsheet as shown in Figure 80.

@, Warkflow Type - Analysis: Significance Testing and Fold Change (Step 1 of 8] =
Steps Summary Report
The distribution of normalized intensity values acrass all samples is displayed in the Profile Plot.
2.Experiment Grouping MassHunter Qual, UNIDENTIFIED_COMPOUNDS experiment, No. of sample(s): 40
3Fiker Flags Compound| D1B: Log2 | D2B: Log2 | D3B: Log2 | D4B: Log2 | DSB: Log2 | DGE: Log2 | D7B: Log2 | D8E: Log2 [ D9B: Log2 | D10E: Lo...| D11E: Lo...| D12B: Lo... [ D13B: Lo.. | D14E: Lo
4 Filter By Frequency 155.9508..| -13.894] -13.894 2.005| -13.894 1.223 1.523 1.263] -13.894) 2.104] -13.894] -13.894 1.586) 1.522 100~
5.0C o samples 172.9535. 0.644 0.335] 0,024 1413 -0.0L7 0.558 0.540 0.953 0367 -0.042 0.498]  -0.187]  -0.010 0.2i
100.0015. 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 X
&.5ignificance Analysis 142 0131 0.000| 0.000 0.000 0.000 0.000] 0.000] 0.000] 0.000| 0.000 0.000 0.000] 0.000] 0.000] 0.01
7 Fold Change 144.0407 4.000 0.000 0.000] 15653  16.018)  15.731 0.000[  15.708 0.000]  15.783 0.000]  16.094 0.000 a0
232.9752 0.124]  -15.744 0.242 0.557 0.538 0.817 0.187 0.588 0566 -15.744 0567 -15.744 0.458|  -15.7-
8.IDBrowser Identification [ [144.0408 0.335 10785 0.817 0,028 -15.158 0.459 0.841 0.594]  -15.158 0.173 0.978 1.477) 0.647|  -15.1
42.0131. 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.0
44.001... 13.979) 0.000]  14.466 0.000 0.000 0.000]  13.457 0.000 0.000 0.000]  13.441 0.000]  13.364 o.0
100.0014. 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 X
232 9752 0.509 07938 -0.035 0.702 0217 0.605 1.404 -0.07% 1368 0887 0.458] 0.231] 0.628] -0.01
921.0024 0512 0.814 0.220 0.354 0081 -0.176| -0.056| 0260 -0.369] -0.741 0.043 0318 -0214] -0%
139540 0.282 0.549 0.040 0.001 0.155 0.292 0.05 -0.10z]  -0.202 0.707 0.40 0.300]  -0.057] -0l
20.043 -0.224] _ -0407 _ -0727 _ -0.755 0.006 0.050] _ -0.15 -0.201] 0.007]  -0.125  -0.006] -16.004 0.216] _ -05
55.9508.. -14.887| -14.887] 0.798 0.531 0.080] -14.887 0.23 0.377 L1586 0.730 0.836] -14.887 1352 11
31.9508. 0.342 0.202 0.237 0.693 0.798 0.442 0.12 0.181 0.208 0.626 0.55 0.704 0385 -0.2
173.960L.| -15.179 1656 1.125 1.180) 1339 -15.179 1.088 0.671 -15.179 1315 -15.179 -15.179 1388 -15.1
172 0216 -14.904 -14.904] -14 304 -14. 304 -14 304 -14.904] —-14.904] -14.904 -14.904] -14. 304 0.024] -0.084 -0.073 -0.0"
186.035 4.000 0.000 0.000 0.000 0.000 0.000 0.000 4.000 0.000 0.000 0.000 0.000 0.000 a0
166.0095 4.000 0.000 0.000 0.000 0.000 0.000 0.000 4.000 0.000 0.000  13.943 0.000 0.000 a.n
244.0432 0.113 0.152 0.381 0.360 0625 -15.610 0512 0.385 0.540 0.429 1111 1.091] 1.082 1L
196.0226..| -13.945] -13.945  -0.090]  -0.093| -13.945 -13.945 0.009 0.004]  -0.004] -13.84% 0.547] -13.945 0.418 0.5
214.0316..| -14.006] -14.006] -14.006] -14.006 -14.006 -14.006 -14.006 -14.008 -14.006 -14.006 0.872 0.878 0.805 0.7
184.0233. -0.775|  -0287 -0508 0315  -0.037  -0.218 0.001 0.037]  -0.001]  -0.041 0.422 0.383 0.238 0.5
2280293 0.000| 0.000 0.000 0.000 0.000] 0.000] 14.573 14.239 14717 0.000 0.000] 0.000] 0.000] 0.0
174.036 0.473 0.389 0.018  -0.018 0.188 0.450]  -0.373|  -0.440]  -0.709 0.500 0.231 0.857 0.104 0.3
208.0221 -0.396]  -0288  -0261  -0.056  -0.167  -0.228 0.004]  -0.173 0219 0.014 0317 0.400 0.533 0.3i
56.027 -0577| 0676 -0913 0606  -0323  -0618  -0.463]  -04r2]  -0392]  -0.394  -0.016 0.013]  -0.086]  -0.0
14.9662. 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.0
97.5701. 3.745 3.260 3.784 3.594 3.162 3.545 3.628 3.309 3345 3.403]  -14.386 0.342 0.577 0.0
496.9594. 1321 -14.189 -14.183) -1d.189 1088 -14.189) -14.189 1.069) -14.183] -14.188 0.353% 0.605 0.501] -14.L:
242 0012 0.000| 0.000 0.000 0.000 0.000] 0.000] 0.000] 0.000| 0.000 0.000 0.000] 15.532 15561 0.0
218.0105 2.431 2.122 2.369 2.287 2.08% 2.29% 2.289 2.396 2.143 2.168 0.204 0.235 0.444] 0.0
114.0171 0.051 0.488 0.068 0.01 0.07 -0.052 0.12 0.004 0.070 0.165  -0.168 0.033 1192 0.0
256.0262 -14.501] -14501 -14501 -14501 -14501 -14501] -14501] -14501] -14501] -14.501 0.388 0.120 0.051 0.3
100.0021. 0.072]  -0.074 0.080 0.09 0.06 -0.034) 0.12 0.080 0.085 0.142]  -0.274 0.005]  -0.074] _ -o.L
202.0336. 0.178 0.004 0.155 0.10 0.14 0.05% 0.22 0.145 0.207 0,230 -0.122 0.112 0.058 0.0
144.0104. 0.003]  -0.112 0.032 0.019 0.018]  -0.105 0.087 0.051 0.010 0.106  -0.305|  -0.033]  -0.108]  -0.0i _
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Figure 80 Summary Report spreadsheet the initial features found in the example
experiment for 40 sample data files

d Click Next.
The Analysis: Significance Testing and Fold Change workflow helps you proceed
through each step using the Next button. A summary of your analysis is presented

in each subsequent step. After review of your analysis progress you may return to
any previous step and make changes by using the Back button. To become more
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2. Review the experiment
grouping parameters
associated with the
independent variables and
their classification in the
Analysis: Significance
Testing and Fold Change

familiar with the analysis parameters and how the parameters affect your data, it is
recommended that you frequently use the Back and Next buttons. To exit the wizard
and skip the later steps in the wizard, click Finish at any step. When you click Fin-
ish, the entity list is saved, and you may commence analysis using the advanced
operations available in the Workflow Browser.

In this step you have an opportunity to edit or change your experiment grouping. An
independent variable is referred to as a parameter name. The attribute values, or
classifications, within an independent variable are referred to as parameter values.
Samples with the same parameter value within a parameter name are treated as
replicates.

Only the first two parameter names (independent variables) are used for analysis in
the Analysis: Significance Testing and Fold Change workflow. All of the parameters

(Step 2 of 8) workflow. are available in the Workflow Browser at the completion of the Analysis: Signifi-
cance Testing and Fold Change workflow.

Note: In order to proceed, at least one parameter name with two parameters values

must be assigned.

a Click Add Parameter. The Grouping of Samples dialog box is opened.

b Edit or change your experiment grouping by following the procedure presented in
section “Import and organize your sample data” on page 71 step “Group samples
based on the independent variables and replicate structure of your experiment in
the MS Experiment Creation Wizard (Step 6 of 11).” on page 74.

@, Warkflow Type - Analysis: Significance Testing and Fold Change (Step 2 of 8] =
Steps Experiment Grouping
Experiment parameters define the grouping of replicake struckure of your experiment, Enter experiment parameters by clicking an the "Add Parameter” buttan, You may enter as many parameters as you lke, buk anly the
1.5ummary Report First bwwo parameters will be used For analysis in the guided warkflow, Other parameters can be used in the advanced analysis. You can also edit and re-order parameters and parameter values here.
Sigificanice analysis step il be skipped I there are na replicates in any of the condition(s).
Fald change analysis wil be skipped If more than one parameter is entered and I the second parameter increases the number of canditions.
3.Filter Flags
4 Fiker By Fregquency Displaying 40 sample(s) with 2 experiment parameter(s), To change, use the button controls below,
5.QC on samples i 3 g@ 3o E BB
&-Sianificance Analysis Samples Classification Class Prediction
7.Fold Change D1l Contro [Training -
8,1DBrowser Identification 3§ Egz::s ¥?§I?‘I?ﬂ“gﬂﬂ
D4l Contro Training
DSE Control Training
DEB Cantrol Training
D78 Cantrol Training
DaB Cantro raining
D48 Caontro raining
D10B Contro raining
D11B War Al raining
D12E war A Training
D13B War AN [Valication
D14B War Al Training =
D15B War Al raining
D16B War Al raining
D17B War Al raining
D18B War Al raining
D13B war A Training
D20B War A Training
D2 1B War BR Training
D22 War BR Training
D23 war BR. Training
D24l War BR. (Validation
D25 war BR. Training
D26E war BR. Training
D27B War BR. Training
D28E War BR Training
D24 War BR raining
D30 war BR. raining
D31 War CN raining
D32 War CN raining
D33E war Ch Training S
Edi Parameter... | | Delete Parameter

|

[ << Back. ][ Mext >3 ][ Cancel ]

Figure 81 Experiment grouping for the example experiment with a parameter
name used to identify training and validation sample data files
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¢ Click on any entry in the Class Prediction column to select the entire column.
d Click Delete Parameter to remove the Class Prediction grouping.

The small number of sample files associated with the validation data set in this
example prevents the Filter by Frequency filter from operating as desired among
the sample classifications; when a grouping has a single sample data file the
number of entities that pass the Filter by Frequency criteria is larger than
expected. In this example 2030 entities pass when the Class Prediction grouping
is retained compared to 907 entities without the Class Prediction grouping.

e Click Yes in the Confirm Delete dialog box.

@, Warkflow Type - Analysis: Significance Testing and Fold Change (Step 2 of 8] =
Steps Experiment Grouping
Experiment parameters define the grouping or replicate struckure of vour experiment, Enter experiment parameters by clicking an the "Add Parameter” buttan, You may enter as many parameters as you lke, but arly the
1.5ummary Report First bwwo parameters will be used For analysis in the guided warkflow, Other parameters can be used in the advanced analysis. You can also edit and re-order parameters and parameter values here.
Sigrificance analysis step will be skipped if there are no replicates in any of the condition(s),
Fold change analysis wil be skipped I more than one parameter is entered and IF the second parameter increases the number of conditions.
3.Filker Flags
4.Fiker By Frequency Displaying 40 sample(s) with 1 experiment parameter(s). To change, use the button controls below,
5.QC on samples G EEE
&-Sianificance Analysis Samples Classification
7 Fold Change D1l Contro -
D2 Contro
B.I0Browser Idsitfication | |52 Conira
D4 Contro
DSE Control
D6B Control
D7E Contral
DSB Contra
D3B Contro
D10B Contro
D11B War Al
D12E war A
D13B War A
D14B War A E
D15B War Al
D16B War Al
D17B War Al
D18B War Al
D13B war A
D20B War A
D2 1B War BR
D22 War BR
D23 war BR
D24 War BR
D25 War BR
D26E war BR
D278 ar BR
D2 8B War BR
D2 4l War BR
D30l war BR
D31 war CM
D32 war CM
D33E war Ch S
EatParomotor. | [ boktaparamer
| [eamen ] [tz | (B | (oo

Figure 82 Experiment grouping for the example experiment after deleting the
Class Prediction parameter name shown in Figure 81 on page 86

f Click Next.

3. Enter the parameters for The entities may now be filtered (removed) from further analysis based on their
Filter Flags in the Analysis: presence or abser]ce across the samples and class'ification (nt?w re.fer.red toasa
Significance Testing and condition). A flag is a term used to denote the quality of an entity within a sample. A

flag indicates if the entity was detected in each sample as follows:

Fold Ch Step 3 of 8

0 ange (Step 3 of 8) * Present means the entity was detected
workflow. + Absent means the entity was not detected
+ Marginal means the signal for the entity was present but saturated

See “Definitions” on page 160 for more definitions and relationships of the terms
used by the class prediction workflow.
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Note: Before using the Re-run Filter button, you can review the entities, change the
plot view, export selected data, or export the plot to a file using click, double-click
and right-click features available on the plot.

3, Workflow Type - Analysis: Significance Testing and Fold Change [Step 3 of 8] =
Steps Filter Flags
s P IF flag values are present, entities are fitered based on their flag valuss, Otherwiss, entities are fitsred based on their signal intensity valuss. To changs the filter criteria, click on the "Re-run Filter" button.
ummary Repor!

2,Experiment Grouping Displaying 3763 out of 3763 entities where atleast 1 out of 40 samples have flags in [P, M].

4 Fiter By Frequency

5.QC on samples 204
6 Significance Analysis
7.Fold Change

8.1DBrowser Identification

Mormalized Intensity Values
=)

Control Var AW Var BR Var CN

Classification

| [CssBask | [(mext>> | [(Emsh | [[concel |

Figure 83  Profile plot of the entities showing the four classifications of the exam-
ple experiment. The number of entities meeting, or passing, the filter parameters is
shown along the top of the profile plot - 3763 entities.

A major objective of Filter Flags is to remove “one-hit wonders” from further consid-
eration. A “one-hit wonder” is an entity that appears in only one sample, is absent
from the replicate samples, and does not provide any utility for statistical analysis.

a Click Re-run Filter.
b Mark the Present check box.
¢ Mark the Marginal check box.

d Clear the Absent check box. This flag is useful when you want to identify entities
that are missing in the samples. You can use this flag in conjunction with the
Next and Back buttons to review the entities that are missing in some samples.

e Click at least ___ out of X samples have acceptable values. The value “X" is
replaced in your display with the total number of samples in your data set.

f Type 2 in the entry box. By setting this parameter to a value of two or more, one-
hit wonders are filtered.

g Click OK.
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@, Filter Parameters =
Acceptable Flags
Present
Marginal
[7] Absent.
Retain Entities in which
) atleast 100.0 %% of the values in any 1 out of 4 conditions have acceptable values
@ at least 2| out of 36 samples have acceptable values
|

Figure 84 Recommended filter parameters for Filter Flags

Note: With the example experiment, the number of displayed entities declined from
3763 to 2885 entities when one-hit wonders are removed.

3, Workflow Type - Analysis: Significance Testing and Fold Change [Step 3 of 8] =

Steps

1.5ummary Report

2 Experiment Grouping

4 Fiter By Frequency
5.QC on samples

6 Significance Analysis
7.Fold Change

8.1DBrowser Identification

Filter Flags

I flag valuss are present, sniities are fitered based on their flag values. Otherwiss, entities ars fitered based on their signalintensity valuss. To change the fiter ericeria, ciick on the "Re-run Fiter" buttan,

Displaying 2885 out of 3763 entitiss where atleast 2 out of 40 samples have Flags in [P, M].

Mormalized Intensity Values
=)

Control Var AW Var BR Var CN

Classification

|

[ <« Back H Mext = ][ cancel ]

Figure 85 Profile plot after removing one-hit wonders. The number of entities is
reduced from 3763 to 2885 entities.

h (optional) To re-adjust the filter parameters again, click Re-run Filter until the
results displayed in the Profile Plot are satisfactory. Re-run the filter several times
with differing parameters to develop an understanding of how each parameter
affects the results.

i Click Next.

4. Enter the parameters for The entities are filtered from further analysis based on their frequency of occurrence
Filter By Frequency in the among the samples and conditions. See “Definitions” on page 160 for definitions

Analysis: Significance
Testing and Fold Change

and relationships of the terms used by the class prediction workflow.

Filter by Frequency defines the filter by the minimum percentage of samples an

(Step 4 of 8) workflow. entity must be present in to pass the filter. The filter is specified by typing the mini-
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Bias from a condition with a
single data file

Perform a differential analysis

mum percentage and selecting the applicable condition of the samples for which
each entity must be present, i.e., Retain entities that appear in at least %:

- of all the samples (classifications, or conditions, are not evaluated)

» of samples in only one condition (one and only one classification, or condition)
» of samples in at least one condition (one or more classification, or condition)
« of samples within each condition (all classifications, or conditions)

Filter by Frequency is set by default to retain the entities that appear in at least 100%
of all the samples in at least one condition. This is the recommended percentage for
experiments that contain five or fewer replicates. A larger percentage removes more
entities from further statistical consideration. For experiments with a larger number
of replicates the filter frequency percentage may be lowered to reflect the required
occurrence.

a

Click Re-run Filter.

b Type 100 in the Retain entities that appear in at least box.

¢ Click of samples in at least one condition.
d Click OK.
G, Filter Parameters =

Filtering Conditions

Retain entities that appear in at least 100.0|%

of all samples

of samples in orly one condtion

4§ of samples in at least one condtion

of samples within sach condition

[ ok || cancel |

Figure 86 Recommended Filter by Frequency parameters

Note: With the example experiment, the number of entities changes to display
907 out of 2885 entities, reflecting the successful additional filtering by frequency
(see Figure 87 on page 91).

Effect of a condition containing a single sample data file: If you retained the
Class Prediction grouping, see Figure 81 on page 86, the number of entities pass-
ing this filter is larger (2030 out of 2885 entities) that expected. The “Class Predic-
tion” grouping in this experiment added four conditions that contain a single data
file, each of the four “Classification” parameter values with a “Class Prediction”
parameter value of Validation. All of the entities in these four data files therefore
meet the filter parameters. This bias in the number of entities that pass the Filter
by Frequency filter from a condition containing a single sample data file is why
the “Class Prediction” grouping was removed in “Review the experiment group-
ing parameters associated with the independent variables and their classification
in the Analysis: Significance Testing and Fold Change (Step 2 of 8) workflow.” on
page 86.

Click Re-run Filter to re-adjust the filter parameters until the results displayed in
the Profile Plot are satisfactory. Re-run the filter several times with different
parameters to develop an understanding of how each parameter affects the
results.

You can review the data, change the plot view, export selected data, or export the
plot to a file by using left-click and right-click features available on the plot in the
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same manner as presented in “Inspect the entities in the Analysis: Significance
Testing and Fold Change (Step 1 of 8) workflow.” on page 85.

f Click Next.

O, Warkflow Type - Analysis: Significance Testing and Fold Change [Step 4 of 8] =5)

1.5ummary Report

ment Grouping

Steps Filter By Frequency

Entities are fitered based on their Frequency of accurance across samples. Define the stringsney of the filer by selecting the minimum percentags of samples in which entity must pass the filter or by sslecting the minimum
percantags of samples within any x out of y conditions in which the sntity must pass the fiter. To changs the fiter criteris, click o the "Re-run Fiter" button.

3.Fiker Flags

4 Fiter By Frequency

5.QC on samples
6 Significance Analysis
7.Fold Change

8.1DBrowser Identification

Mormalized Intensity Values

Displaying 907 of 2885 entities where at least 100,0 percant of samples in any 1 out of 4 conditions has flag P

Control

Var AW Var BR Var CN

Classification

Re-run Filker

[ s<Back | [Hed>3 ] [ Enish | [ cancel |

5. Review the sample quality
in QC on samples in the
Analysis: Significance
Testing and Fold Change
(Step 5 of 8) workflow.

Figure 87 Profile plot after removing entities that do not appear in at least 100% of
all the samples in at least one of four conditions. The number of entities is reduced
from 2885 to 907 entities.

A clear differentiation of your classifications in the 3D PCA Scores scatter plot is
very important to y our analysis.

This step provides the first view of the data using a Principal Component Analysis
(PCA). PCA helps you review the data by displaying a 3D scatter plot of the calcu-
lated principal components. The PCA scores are shown in each of the selection
boxes located along the bottom of the 3D PCA Scores window. A higher score indi-
cates that the principal component contains more of the variability of the data. The
components generated in the 3D PCA Scores graph are represented in the X, Y, and
Z axes and are numbered 1, 2, 3 ... in order of their decreasing significance.

Principal component analysis: The mathematical process by which data contain-
ing a number of potentially correlated variables is transformed into a data set in
relation to a smaller number of variables called principal components that
account for the most variability in the data. The result of the data transformation
leads to the identification of the best explanation of the variance in the data, e.g.
identification of the components in the data that contain the meaningful informa-
tion providing differentiation.

Principal component: Transformed data into axes, principal components, so that
the patterns between the axes most closely describe the relationships between
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the data. The first principal component accounts for as much of the variability in
the data as possible, and each succeeding component accounts for as much of
the remaining variability as possible. The principal components are viewed and
interpreted in 3D graphical axes with additional dimensions represented by differ-
ent colors and/or shapes representing the parameter names.

QC on samples display is a Review the Experiment Grouping view. This table displays each of the samples
divided into three viewing within a parameter (now referred to as a group). Ideally, replicates within a group
areas should cluster together and be separated from samples in other groups.

b Review the 3D PCA Scores scatter plot view. You may change the plot view or
export the plot to a file by using the left-click and right-click actions. Additional
controls available are:

» To customize the 3D PCA scores plot, right-click and then click Properties.

» To zoom into the 3D scatter plot, press the Shift key and simultaneously click
the mouse button and drag the mouse upwards.

» To zoom out, press the Shift key and simultaneously click the mouse button
and drag the mouse downwards.

» To rotate, press the Ctrl key and simultaneously click the mouse button and
drag the mouse around the plot.

¢ Review the Legend - 3D PCA Scores view. This window shows the legend of the
scatter plot.

@, Workflow Type - &nalysis: Significance Testing and Fold Change (Step  of 8] =
Steps Qc on samples
Sample quality can be assessed by examining the values in the PCA plot and other experiment specific quality plots
1.5ummary Report
2 Experiment Grouping Displaying 40 out of 40 samples retained in the analysis.
3. Fiker Flags Samples Classification
4 Fiker By Frequency D1E Control -
D28 Contral
D3B Contral
6,5ignificance Analysis D4l Control
D5 Contro
7.Fald ch
° ange D&l Control
8.10Browser Identification | |D7 Contro
DB Control
D9B Contral
D10B Contral
D11l War Al
D1z War Al
D1z War Al
D14 War Al
D15E war A
D168 var A 18
Legend - 3D PCA Scores
. Color by Classification
Y-Axis
| W Control
:% | § W var aw
@ | W YarBR
| W Yar M
.|
o
,@9’ ’L\._\ Destription
| L S ] Algerithrn: Principal Camporients Analysis
XATTS . Z-Axis Parameters:
I Column indices = [1-40]
Pruning option = [numPrincipalCompanents, [4]]
Mean centered = true
Scale =true
3D scores = brue
PCA on = Columns
K-fixis | Companent L., j w V-fixis | Companent 2. w Z-Axis | Companent 3. w
| Help [ s<Back | [ mext>> | [ Enish | [ cancel |

Figure 88 QC on samples PCA Score showing the initial separation of the experi-
ment classifications. The 907 entities that met the filter flags and filter by frequency
parameters are evaluated by this quality control step.

Note: Click Back to make changes in the parameters for Filter Flags on page 87
and Filter By Frequency on page 89. Return to the QC on samples step several
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6. Assess the differential Sig-
nificance Analysis in the
Analysis: Significance
Testing and Fold Change
(Step 6 of 8) workflow.

times to understand how each of the parameters affects your compound sum-
mary.

Y -Axis

A
7

AL:._-__E“;__I[:
aa@a i
|
|

L
¥

L-AXis

¥emis | COMPONENE 1 aee! w V-mxis | COMPONENt 2., = Z-pxis | COMponent 3... =

Figure 89 Rotated view of the 3D PCA Scores scatter plot
d Click Next.

The entities among your samples are expected to show significant differentiation
among the classifications as shown in the Venn diagram or the Volcano Plot shown
in th is step. Data with a single independent variable only a spreadsheet of your data
is shown in this step, therefore the 3D PCA Scores on the prior step is used to view
your sample differentiation.

The entities are filtered based on their p-values calculated from a statistical analysis
that is selected based on the samples and experiment grouping.

The statistical analysis is either a T-test or an Analysis of Variance (ANOVA) based
on the samples and experiment grouping.

a Review the Significance Analysis display. The display is divided into four viewing
areas:

Test Description view: The statistical test applied to the samples is described.

Result Summary view: A summary table that organizes the results by p-value. A
p-value of 0.05 is similar to stating that if the mean values for each parameter
value (a condition of an independent variable) are identical, then a 5% chance or
less exists of observing a difference in the mean of the parameter values as large
as you observed. In other words, statistical treatment of random sampling from
identical populations with a p-value set at 0.05 leads to a difference smaller than
you observed in 95% of the experiments and larger than you observed in 5% of
the experiments.

The last row of data in the Result Summary (see Figure 90 on page 94) shows the
number of entities that would be expected to meet the significance analysis by
random chance based on the p-value specified in each column heading. If the
number of entities expected by chance is much smaller than the number
expected based on the corrected p-value you have realized a selection of entities
that show significance in the difference of the mean values of the parameter val-
ues.

Compounds p-Values Table view: Each entity that survived the filters is now pre-
sented by compound along with the p-values expected and corrected for each of
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the interpretation sets. Each entity is uniquely identified by its average neutral
mass and retention time from across the data sets.

Venn Diagram view: Display of the Venn Diagram, or other plot, depends on the
samples and experiment grouping for the analysis (see Figure 90 on page 94). The
entities that make up each selected section of the Venn diagram are highlighted
in the p-values spreadsheet. The Venn diagram is a graphical view of the most
significant entities in each of the samples. Where entities in common to the anal-
yses exist, they are depicted as overlapping sections of the circles. Fewer entities
in the regions of overlap are an indication that the samples support the hypothe-
sis that a difference exists in the samples based on the experimental parameters.

3, Workflow Type - Analysis: Significance Testing and Fold Change [Step 6 of 8] =
Steps Significance Analysis
Entities are filtered based on their p-values calculated from statistical analysis. To apply the new p-valus cLt-off, drag the "p-value cut-off* slider or inpLt the: new cut-off valuein the kext box. You wil not be able to pracesd
1.5ummary Report tor the next skep if no entities pass the filter,
iment Grouping
3 Fiker Flags Displaying 793 ot of 907 entitiss satisfying corrected p-valus cut-off 0.05,

Test Description
Selected Test : Oneway ANDVE

5.QC an samples p-value computation:  Asymptotic

. Multiple Testing Correction:  Benjamini-Hochberg

4 Fiter By Frequency

7.Fold Change

Result Summary

8.1DBrowser Identification

Pal P <005 P <0.02 P <001 P <0.0050 P <0.0010
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172 02 16@0. 28390002 4 94E-42
196 0226@0. 28932354 2
214.0216@0,2901071 3.81E-1
184.0233@0,29007506 1.89E-1
174.036@0.23105002 1.449E-04
208.0221@0.29052505 2.72E-11
156.027@0.231274498 2.25E-18
397 9701@0 3001333 2 62E-0
218 0105@&0 29917136 1.18E-0
202.0336@0, 29827502 3.01E-0
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Figure 90 Significance analysis based on a one-way ANOVA using the example
experiment. The results show a spreadsheet view of the data instead of a Venn dia-
gram. A one-way ANOVA significance analysis does not present a graphical repre-
sentation of the entities relationships. The number of entities is reduced from 907 to
793 entities.

b Click and move the p-value cut-off slider or type in the p-value cut-off value and
press the Enter key. The default value is 0.05. The results in the display window
are automatically updated.

¢ Re-adjust the p-value cut-off until the results displayed are satisfactory. The anal-
ysis can be re-run several times to develop an understanding of how the p-value
cut-off affects the results. A larger p-value passes a larger number of entities.

d Click Next.
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7. Adjust the Fold Change in
the Analysis: Significance
Testing and Fold Change
(Step 7 of 8) workflow.

Perform a differential analysis

Fold Change is used to identify entities with abundance ratios or differences
between a pair of conditions, or classifications, that are greater than a set cut-off or
threshold. Fold change is calculated between the conditions where Condition 1 and
Condition 2 are treated as an aggregate. Fold change calculates the ratio between
Condition 1 and Condition 2 as an absolute ration (Fold change= | Condition1 / Con-
dition2 ).

a Review the results of the default fold change parameters.

b Adjust the Fold change cut-off to obtain the best results. A Fold Change value of
2.0 is illustrated in Figure 91.

@, Workflow Type - &nalysis: Significance Testing and Fold Change (Step 7 of 8] =
Steps Fold Change
s P Compounds that satisfy a fold change cut-off of 2.0 in at least ane condition pair are displayed by default. To apply the new fold change cut-off, drag the "Fold change cut-off” slider or inpLt the: news cut-off value:in the text
Summary Repor o
2 Experiment Grouping
3 Fier Flags Displaying 738 out of 793 entities with fold change cut-off of 2.0 in 1 out of 3 condition pairs with [Control] as the control condition.
4.Filter By Frequency Compound FC (Var AW] vs [Co...| FC qVar BR] vs [Co... | FC (¥ar CN] vs [Co...
232.5752@0.2584. -1.37 -115.64 -1.73| »
5.QC an safples 172 02 16@0 2889 32541 45, 3196027, 48705 61|
&.Significance Analysis 196.0226@0.2893 66.20 111.42 12418~
214.0316@0.290 28696.52 15456.49 270110
£ 397.8701@0.300 -190.80 -&87.34 -1756.35
&.1DBrowser Identification | |218.0105@0. 2991, -4.16 -443.07 -15.62
300.0015@0.299641 —11.71] -4.36 —4.43
239.5805@0.3003. -5.10 -5.08 -5.35
160.0162@0.2982 31552.49) 25119.96, 3050.75
57.9688@0.2995749 —4.21 -4.35 -438
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45 1578@0.2983 3157.22 3455 §962.9 =
23.9988@0.2028. 1264.89 10468.3 8524.9 z
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410.0042@0.3294. 2.11] 2.23 2.08,
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574.0097@0.3308 46.50 4551 4868
738.0155@0.3307 1786.17 1696.99 1760.78
656.0122@0.3305 813.71 816.71 797.84
835.9926@0.3315 2935 221.00 213.0%
$17.8938@0.3313. 3284.67 2838.17] 2783.29
671.5874@0.3315. 920.07 2696.92 2710.32
523.5559@0.3329. 120.55 121.73 99.95
842.0105@0.3335 7865.02 967.19 1748412
678.0071@0.3362 35186.06] 32913 64 3214197 T T T T
514 0016@0 3376 22552 18487 19122 [Control] [Var AW] [Var BR] [Var CN]
431.9983@0.3386 2.5 2.26, 243
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8. Skip ID Browser Identifica-
tion in the Analysis: Signif-
icance Testing and Fold
Change (Step 8 of 8)

workflow.

Figure 91 Fold change using the example experiment. The number of entities is
reduced from 793 to 738 entities.

¢ Click Next.

Feature identification is not necessary at this time because the object of this experi-
ment is to determine suitability of the features for class prediction, and optionally
saving the features for recursive finding.

Additional information regarding the use of ID Browser is covered in the Integrated
Biology with Agilent Mass Profiler Professional - Workflow Guide (5991-1909EN,
Revision A, June 2013).

Click Finish.
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Layout of the Mass Profiler
Professional screen

Perform a differential analysis
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Figure 92 ID Browser using the example experiment.

At the completion of your initial differential analysis, you are now in the advanced
workflow mode and have access to all features available in Mass Profiler Profes-
sional through the Workflow Browser. Figure 93 on page 97 shows the layout of
Mass Profiler Professional.
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Figure 93 The main functional areas of Mass Profiler Professional after creating
your project and experiment

Save your current analysis as a TAR file for archiving, restoration of any future anal-
ysis to the current results, sharing the data with a collaborator, or sharing the data
with Agilent customer support.

a Click Project > Export Project > Export Project.

Figure 94 Menu selection to export your current analysis

b Mark the check box next to the experiment you wish to save.

¥oject | Search  Wiew Tools Annotations Windows Help
Mew Project: <) proe
T i 8- | (2 59 ] - B ] - () (] ] (B [
= Open Project Ctivo
ifferential Analysis |
Recent Projects 4
Import Project 3
Inspect Project 975 0.508 0.798 -0.095 0.702 02
021 -14.904] -14.504] -14.604] -14.904] -14.8
Close Project 022 -13.945 -13.945] -0.090 -0.093] -13.9
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Select experiments to export with the project. Al the corterts of the
experiment wil be sxported and can be imported later,

7] Differential Andlysis

[ | (o] (o |

Figure 95 Choose Experiments dialog box for saving your project
¢ Click OK.

d Select or create the file folder.

e Type the File name.

f Click Save.

0 Exported project to CA\MassHunter\Data\Class_Prediction_DataClass_Prediction_All_Data\lnitial Differential Analysis.tar

o3

Figure 96 Information dialog box confirming your saved project

g Click OK in the Information dialog box that confirms the saved project.
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Perform a recursive
feature finding

Decide whether or not to
perform recursive feature
finding

Overview of the steps for
performing recursive
feature finding

After confirming that you can separate the sample data files by the classifications,
use the filtered features from your initial differential analysis to perform a recursive
find features in your sample data files. From the total number of untargeted features
originally found in your sample data files, the initial differential analysis identifies a
subset of features that contribute to the best separation of your experimental condi-
tions (classifications). By using the entity list containing these significant features
to perform a targeted feature finding, you improve the statistical accuracy of your
differential analysis and can improve the accuracy of your subsequent class predic-
tion model development.

Combined with collecting replicate samples in your experiment, recursive feature
finding improves the statistical accuracy (confidence) of your analysis and reduces
the potential for obtaining a false positive or a false negative answer to your hypoth-
esis and sample classification. For an overview of finding features recursively, see
“Review recursive feature finding” on page 34.

If you are unsure whether to perform recursive feature finding, continue with
“Decide whether or not to perform recursive feature finding” below. If your analysis
does not involve recursive feature finding, you may skip this step in the workflow
and continue with your analysis at “Build your class prediction model” on page 127.

Performing a recursive feature finding is beneficial to your analysis; it provides an
improved measure of confidence of your initial differential analysis and subsequent
class prediction model. The improvement gained in your class prediction workflow
depends partially on whether your model is based on features that show up and
down regulation among your classification or the presence and absence of features.

+ If your prediction model relies on the regulation of strong features, enhanced
finding of weak targeted features may not significantly help you during your
initial model creation; recursive feature finding is optional before creating your
initial class prediction model.

+ If your prediction model relies on feature presence and absence, then it is rec-
ommended to perform a recursive feature find before creating your initial class
prediction model.

* If your hypothesis does not include a priori knowledge on the regulation or
absence of features in your samples, then it is recommended to perform recur-
sive feature finding before creating your initial class prediction model.

During recursive (targeted) feature finding you export the more important features
from your initial differential analysis as a targeted list of features for finding in your
original sample data files. Recursive feature finding improves the quality of finding
the features in the original sample files; targeted feature finding focuses on finding a
specific set of features with less emphasis on feature strength. The steps followed
to perform a recursive feature finding are similar to the untargeted feature finding
you performed in the Chapter “Find the features in your samples” on page 39.
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You may use one of two processes to perform a recursive feature finding of the fea-
tures in all of your sample data files: Qualitative Analysis and Profinder (see

Figure 97). Both programs export the sample features using a compound exchange
format (CEF) file. A single CEF file is generated for each sample data file.

Recursive (targeted) feature finding in Qualitative Analysis and Profinder

Qualitative Analysis: Find Compounds by Formula

(Create method Enable the FbF Confirm the FbF Find
to Find Set the Export method to run method compounds
Compounds by CEF Options in DA on a single using DA
L Formula (FbF) Reprocessor data file Reprocessor

Profinder: Batch Targeted Feature Extraction Workflow

Batch Targeted F | ( Matching ( EIC Peak ( Spectrum w [‘( Post-
Feature Tormuta _Tolerances and > Integration | >Extractionand [ > Processing
Extraction (TFE) argets L Scoring “| andFiltering | | Centroiding | " Filters
S

Figure 97 Comparison of the process to find targeted features using Qualitative
Analysis and Profinder

Export the significant features from your differential analysis.
1. “Export the entity list for recursion” on page 101

Recursive feature finding Create a method to Find Compounds by Formula (FbF) in Qualitative Analysis.
using Qualitative Analysis 2. “Recursive feature finding using Qualitative Analysis” on page 102
3. “Create a method to Find Compounds by Formula” on page 102

4. “Save your Find Compounds by Formula method” on page 114
5. “Set the Export CEF Options” on page 114

6. “Enable the method to run in MassHunter DA Reprocessor” on page 115

Confirm your FbF method using a single sample data file.
7. “Confirm the FbF method on a single data file” on page 116

Perform recursive feature finding in the entire sample data set using DA Repro-
cessor.
8. “Find compounds using DA Reprocessor” on page 117

Recreate your project experiment, filters, and differential analysis in MPP.

9. “Import and organize your recursive data” on page 125

10. “Recreate your differential analysis using the recursive features” on
page 125

11. “Save the project containing your recursive analysis” on page 126

Recursive feature finding Finding the features in your sample data files using Profinder involves one self-

using Profinder directed wizard that involves five steps,“Recursive feature finding using MassHunter
Profinder” on page 117
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Export the entity list for
recursion

Perform a recursive feature finding

As you follow the steps involved in recursive feature finding, keep in mind that the
features in a sample may be individually referred to as a compound, descriptor, ele-
ment, entity, feature, or metabolite during the various steps of the class prediction
workflow.

Export the subset of features that contribute to the best separation of your experi-
mental conditions (classifications). These significant features from your differential
analysis are used to perform a targeted feature find from the original data files.

a Click Export for Recursion in the Workflow Browser under the Results Interpreta-
tions group heading. This displays the Export dialog box.

b Click Choose to select the Entity List for exporting.

¢ Click the Filtered by frequency from the entity lists in the Choose Entity List dia-
log box.

Note: If a fold change entity list is available in your experiment, you can use the
fold change entity list for recursive feature finding. Not all experiments create a
fold change entity list; since a filter by frequency entity list is always created, it is
used as the example in this workflow guide.

The Filtered by frequency entity list is the list of features used to show differenti-
ation in the PCA of the 40 samples among the four classifications in “Review the
sample quality in QC on samples in the Analysis: Significance Testing and Fold
Change (Step 5 of 8) workflow.” on page 91. For optimal significance in recursive
feature finding, select an entity list for recursion that list that has at least been
Filtered on Flags to remove one-hit wonders, and preferably use a Fold change
entity list.

O, Export =) @, Chaase Entity List =
Export T Differential Andysis
J

=-@8 Analysis
[ All Entities

Exports campound information in Compound Exchangs Format (CEF) file.

= P — = Fitered on Flags {accCalls=[P, M), fiterCondtion=[samples, [2]]}
EnkibyList |[Fitered by frequency (¢ [ Chesse... | 1 [ Fiered on Flags {accCals=[p, M], fiterCondition=[samples, [2]]:

Output File  |:alFiteredByFrequency_Entitylistcef|[ Browss | =-[Z] Filtered by frequency ['conditions’, [100.0, 111
—_— =-[F Oneway ANOVA, p<0.05

=[] Fold change »= 2.0
‘ [k | (e ]

o [21] UP - FC ([War AW] vs [Cankrol])
[=1] DOWN - FC ([¥ar AWW] vs [Contral])
[21] UP - FC ([var BR] vs [Contrall)
['] DOWN - FC {[%ar BR] ws [Control])

[ UP - FC ([var CM] vs [Control])
1] DO - FC {[¥ar CN] vs [Control])
{8l My Favorites

‘ =

Figure 98 Export and Choose Entity List dialog boxes

d Click OK.

e Click Browse in the Export dialog box. Do not type a file name at this location.
f Select the folder to which to save the file.

g Type FilteredByFrequency_ EntityList.cef for the File name.

h Click Save.

i Click OK.
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Recursive feature finding
using Qualitative Analysis

1. Start MassHunter Qualita-
tive Analysis Software.

2. Enable advanced
parameters in the user
interface.

Create a method to Find
Compounds by Formula

The following examples use MassHunter Qualitative Analysis B.06.00 running on 64-
bit Windows 7 Professional. If you have TOF and/or O-TOF data you can alternatively
perform a recursive feature finding using Profinder as described beginning at
“Recursive feature finding using MassHunter Profinder” on page 117.

E
a Double-click the Qualitative Analysis icon located on the desktop,
or (for Qualitative Analysis version B.05.00 or later on Windows 7)

Click Start > All Programs > Agilent > MassHunter Workstation > Qualitative
Analysis B.06.00,

b Click Cancel in the Open Data File dialog box to start MassHunter Qualitative
Analysis without opening any data files. To open data files later click File > Open
Data File.

You do not need to open a data file at this time. You are prompted to open a data
file in “Confirm the FbF method on a single data file” on page 116.

Advanced parameters must be enabled in MassHunter Qualitative Analysis in order
to show tabs labeled Advanced in the Method Editor and to enable compound
importing for recursive feature finding of molecular features.

a Check to make sure that File > Import Compound is an available command. See
Figure 21 on page 43.

b If File > Import Compound is not available follow the instructions in “Enable
advanced parameters in the user interface.” on page 40.

¢ Continue with the next step.

Find Compounds by Formula (FbF) involves targeted feature finding using chromato-
graphic deconvolution as shown in Figure 18 on page 41. FbF automatically finds
related co-eluting ions, sums the related ion signals into single values, creates com-
pound spectra, and reports results for each molecular feature.

All of the parameters involved in FbF are accessed in the tabs presented in four
Method Editor sections that are selected from the Method Explorer window:

Find by Formula - Options: Specify the rules that are applied to match the data
based on isotope patterns (m/z and abundance) and retention time

Find by Formula - Chromatograms: Enter parameters that are applied to the chro-
matographic component of the data to extract features.

Find by Formula - Mass Spectra: Enter parameters that are applied to the mass
spectral component of the data to extract features.

Find by Formula - Sample Purity: Not used in this workflow.

102



Filter and analyze the sample features Perform a recursive feature finding

After the parameters are entered in the Method Editor sections, to Find Compounds
by Formula on a single sample data file, click the Find Compounds by Fermula but-
ton from within any one of these Method Editor sections.

Finding the targeted features in your sample data files using Qualitative Analysis
involves five sequential steps as shown in Figure 99:

» “Create a method to Find Compounds by Formula”

» “Set the Export CEF Options” on page 114

* “Enable the method to run in MassHunter DA Reprocessor” on page 115
+ "“Confirm the FbF method on a single data file” on page 116

* “Find compounds using DA Reprocessor” on page 117

Qualitative Analysis: Find Compounds by Formula

Create method Enable the FhF Confirm the FbF Find

to Find Set the Export method to run method compounds
Compounds by CEF Options in DA on a single using DA
Formula (FbF) Reprocessor data file Reprocessor

Figure 99 Steps to find targeted features using Qualitative Analysis

1. Open the Method Editor Open the Method Editor: Find Compounds by Formula section from the Method
window for finding com- Explorer window.

pounds by formula. o o ,
1. Click Find Compounds by Formula from within the Method Explorer window.

2. Click Find by Formula - Options.

2. Enter the parameters in the The parameters in this section specify the rules that are applied to the formula data-
Find by Formula - Options base to match against the data based on isotope patterns (m/z and abundance) and
section retention time. This is the first part of the recursive refinement of finding features.

The input options specify the rules that are applied to the input molecular formula
database - the entity list you exported in “Export the entity list for recursion” on

page 101.
i % Method Explorer: Class_Prediction_WFG_FbF.m x”
: Chromatogram -
. ?._J'HMEﬁu:FmdmwFuﬂa-ﬂm x
T i (¥} Find Compounds by Formula = | (3 . . Mtlhofi Ttems= . (= g
Forrula Source | Fomuls Mu:h\c! Positive lons | Negative lons | Scoing | Results | Resul Fitess | Fragment Confirmation
ticoerts Source of formulas to confirm -
* Find Compounds These formuas
- Find Compounds by Formula
|me Fomula » Options [lype & comma-separated st of foemulas, e.g. "CEHE. CHA")
Find by Formula - Chromatograms @ Compound exchange file [CEF]
Find by Formula - Mass Spectia Pradicton_Al Data\FieredByFrequency_EntibyList cef
Find by Fomula - Sample Purity Database / Libwary
4 Imc MasiHurte\PLCT
| Compound Automation Steps Workl
* Worklist Automation -
- Bport [

Figure 100 Overview of the Method Editor tabs associated with Find Compounds by
Formula - Options
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Formula Source tab a Enter the parameters on the Formula Source tab.

Formula Matching tab

The parameters on this tab let you use a molecular formula or previously created
databases as the source of targeted features to find. In this workflow the source
of targeted features is the CEF file you exported for recursion.

1. Click the Formula Source tab.

2. Click Compound exchange file (.CEF).

3. Type the folder and file name of the CEF file you saved in “Export the entity list
for recursion” on page 101 or click Browse and select a CEF file from the Open
CEF file dialog box.

4. Open the CEF file that contains the most significant features created using
Mass Profiler Professional from the “Export the entity list for recursion” on
page 101.

5. Click Open.

6. Click Mass and retention time (retention time required).

Note: The parameters under the Values to match group heading are only active if
the Compound exchange file (.CEF) button or the Database button is clicked.

Note: Mass and retention time (retention time required) is the proper selection
for a CEF file. Mass and retention time (retention time optional) is the proper
selection for a database source.

Formula Source |
Source of formulas to confirm

These formulas

[type a comma-separated list of formulas, e.g., "CEBHE, CH4")

@ Compound exchange file [.CEF)
C:AMassHunter\D ata\Class_Prediction_Data\Training_

Database / Library

MassHunter\PCDL\default
Worklist

Matches per formula

Maximum number of matches 1

V| Automatically increase for isomenc compounds

Values to match
Mass
Mass and retention time [retention time optional)

@ Mass and retention time (retention time required)

Figure 101 Formula Source tab in the Find by Formula - Options section

b Enter the parameters on the Formula Matching tab.

The parameters in this tab specify the tolerances that are used to match the input
values for mass and retention time against those found in the data.
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1. Click the Formula Matching tab.

2. Type 20 for Masses tolerance and select ppm as the match tolerance units.
Set this value wider than the measured instrumental acquisition mass toler-
ance to avoid losing valid feature matches.

3. Type 0. 15 for Retention times. This parameter should be no less than two
times the measured retention time tolerance.

4, Select Symmetric (ppm) and £ 20 ppm for Possible m/z. The parameters
under the Expansion of values for chromatographic extraction group heading
are used to direct the algorithm on how to handle saturated chromatographic
data.

5. Mark the Limit EIC extraction range check box.

6. Type a value of 1.0 minutes for Expected retention time. The value may be
between 1.0 and 1.5 minutes.

| Formula Matching
Match tolerance

Masses +/- 2000 ppm >

Retention times: +~ 0150 minutes

Expanszion of values for chromatogram extraction
Possible m/z. | Symmetiic (ppm) v +- 200 ~

V| Limit EIC extraction range

Expected retention time:  +/-  1.00 minutes

Figure 102 Formula Matching tab in the Find by Formula - Options section

Positive lons tab ¢ Enter the parameters on the Positive lons tab.

The parameters in this tab specify the positive ion adducts that the algorithm
uses with the molecular formula to confirm that the feature was found in the
data. Better results are derived from acquisition methodologies that minimize
adducts, especially sodium and potassium.

1. Click the Positive lons tab.

2. Mark the charge carriers +H, +Na, and +K that are known to be present in the
data. Typically, positive protonated is the ideal selection. Non-adducted molec-
ular ions, loss of an electron, are an option in Find by Formula.

3. Enter the molecular formulas for specific charge carriers in the input box
below the charge carriers selection.

4, Clear Neutral losses. Neutral losses are not typically used. An exception is
when a facile loss is expected.

5. Enter the molecular formulas for specific neutral losses in the input box below
the neutral losses selection.

6. Type 1 for Charge state range.

. Clear the Dimers check box.

8. Clear the Trimers check box.

~
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Negative lons tab

Positive lons

Charge carriers Meutral losses

L
J| +H
V] +Na
V| +K

+NH4

) [> RANE.S

Charge states, if not known Aggregates

Dimers e.g. [2M+H]+
Trimers eg. [3M+H]+

Charge state range 1

Figure 103 Positive lons tab in the Find by Formula - Options section

d Enter the parameters on the Negative lons tab.

The parameters in this tab specify the negative ion adducts that the algorithm
uses with the molecular formula to confirm that the feature was found in the

data. Better results are derived from acquisition methodologies that minimize
adducts.

1. Click the Negative lons tab.

2. Mark the charge carrier -H that is known to be present in the data. Typically,
negative deprotonated is the ideal selection. Non-adducted molecular ions,
attachment of an electron, are an option in Find by Formula.

3. Enter the molecular formulas for specific charge carries in the input box below
the charge carriers selection.

4. Clear Neutral losses. Neutral losses are not typically used. An exception is
when a facile loss is expected.

5. Enter the molecular formulas for specific neutral losses in the input box below
the neutral losses selection.

6. Type 1 for Charge state range.

. Clear the Dimers check box.

8. Clear the Trimers check box.

~

| Negative lons
Charge carmiers Neutral losses
Pl—
JIH
+Cl
+Br
+HCOO
+CH3C00
+CF3C00

Charge states, if not known Agaregates
1 Dimets e.g. [2M-H}
Trimers e.g., [3M-H}

Charge state range

Figure 104 Negative lons tab in the Find by Formula - Options section
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Scoring tab e Enter the parameters on the Scoring tab.

The parameters in this tab specify how to rate whether the spectral pattern is cor-
rect for the molecular formula. The scoring determines a goodness of fit between
observed ions compared to the expected ions in the database. As signal levels
decrease the scoring parameters entered may not match as well. The defaults
provided are adequate.

1. Click the Scoring tab.

2. Type 100 for the Mass score.

3. Type 60 for the Isotope abundance score.
4, Type 50 for the Isotope spacing score.

5. Type 100 for the Retention time score.

Note: If you set values of 100 for the Mass score and 0 for Isotope abundance
score, the Isotope spacing score, and the Retention time score, then the latter
three scores are not included when calculating the Score.

6. Type the default values of 2. 0 for mDa and 5. 6 ppm for MS mass.

7. Type the default value of 7.5 % for MS isotope abundance.

8. Type the default values of 5.0 for mDa and 7.5 ppm for MS/MS mass.
9. Type the default value of 0. 15 min for Retention time.

{Sconng |

Contribution to overall score

Mass score 100,00
|sotope abundance score 60.00
|sotope spacing score 50.00
Retention time score 100.00

Expected data varniation

MS mass: 20 mDa + 56 ppm
MS isotope abundance 75 %

MS/MS mass: 5.0 mDa + 75 ppm
Retention time: 0.150 min

Figure 105 Scoring tab in the Find by Formula - Options section

Results tab f Enter the parameters on the Results tab.

The parameters in this tab specify how the results are saved. This affects the
ease reviewing results.

1. Click the Results tab.

2. Mark the Delete previous compounds check box to delete prior compound
results. Clear the Delete previous compounds check box when you want to
concatenate the Find Compounds by Formula results to the Find by Molecular
Feature results and thereby manually review whether the feature was found in
both instances.

3. Click Highlight first compounds under the New results group heading.

4, Mark the Extract EIC check box.
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5. Mark the Extract cleaned spectrum check box. Extracting chromatograms or
spectra slows the processing. Once you are comfortable with the results, pro-
cessing time is reduced by clearing these check boxes.

6. Clear the Include structure check box.

. Clear the Extract raw spectrum check box.

8. Clear the Extract MS/MS spectrum check box.

~

Results
Previous results

7| Delete previous compounds

New results
@ Highlight first compound

Highlight all compounds

Chromatograms and spectia
/| Extract EIC
/| Extract cleaned spectium Include structure

Estract raw spectium

+f- |f

Extract MS/MS spectrum

Figure 106 Results tab in the Find by Formula - Options section

Result Filters tab g Enter the parameters on the Result Filters tab.

The parameters in this tab specify whether compounds are generated and/or
whether you receive warning notations based on the matching score. Mass Pro-
filer Professional does not need the matching.

. Click the Result Filters tab.

. Clear the Only generate compounds for matched formulas check box.

. Mark the Warn if score is check box.

. Type 75 for Warn if score <.

. Clear the Do not match if score is check box.

. Mark the Warn if the (unobserved) second ion’s expected abundance is
expected to be check box.

7. Type 50 for Warn if the (unobserved) second ion’s expected abundance is

expected to be >.
8. Clear the Do not match if the second ion’s expected abundance is check box.

DTS WN =
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Fragment Confirmation tab

Perform a recursive feature finding

| Result Filters

Unmatched formulas

Only generate compounds for matched formulas

Matching criternia
Low score matches

Matches for which the overall score is low
V| Wam if score is < 75.00

Do not match if score is <

Single ion matches

Matches for which only a single evidence ion is observed, but a second
evidence ion of significant abundance iz predicted from the formula

\Wam if the (unobserved) second ion’s > 5000
¥} abundance is expected to be

Do not match if the (unobserved) second 3
ion’s abundance is expected to be

Figure 107 Result Filters tab in the Find by Formula - Options section

h

Enter the parameters on the Fragment Confirmation tab.

The parameters in this tab specify whether or not to confirm found compounds by
comparing the fragment ions in the data file with either the library spectrum or
the average fragment spectrum. Fragment confirmation is only possible on data
files that are acquired in All lons MS/MS mode. If you activate this confirmation
and the data file was not acquired in All lons MS/MS mode, then fragment con-
firmation does not occur.

—_

. Mark the Confirm with fragment ions check box.

. Click Spectral library if spectrum available, otherwise use average fragment
spectrum.

. Type 5 for Number of most abundant ions from spectral library.

. Type 7 for Number of most abundant ions from average fragment spectrum.

. Type 0.10 for RT difference +/- min. of precursor ion.

. Mark the S/N ratio check box.

. Type 5 for 8/N ratio >=.

. Type 90 for Coelution score >=.

. Click Minimum number of qualified fragments.

0. Type 1 for Minimum number of qualified fragments.

N

— O o0 ~NOoOOl B W
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3. Enter the parameters in the
Find by Formula - Chro-
matograms section.

EIC Smoothing tab

| Fragmentt Confimation |
Search fragment ions

v Confirm with fragment ions

Fragment ion source

Spectral fibrary if spectrum avaiable, otherwise use average
fragment spectrum

Use average fragment spectrum

Number of most abundant ions from spectral 5
library
MNumber of most abundant ions from average 7

fragment spectrum

Fragment ion EIC qualification settings

RT difference + 010 min. of precursor ion
V| S/N ratio >= 5.00
Coelution score = a0

Confirmation criteria

@ Minimum number of qualified fragments 1

Minimum percent of qualified fragments

Figure 108 Fragment Confirmation tab in the Find by Formula - Options section

In this section, you enter integrator parameters that are applied to the data to
extract features for matching to the input formula. This is the second and most criti-
cal part of the recursive refinement of the feature finding.

a Click Find Compounds by Formula > Find by Formula - Chromatograms in the
Method Explorer window. The input options specify the integrator parameters.

b Enter the parameters on the EIC Smoothing tab.

The parameters in this tab specify which algorithm to use to smooth the
extracted ion chromatogram results.

1. Click the EIC Smoothing tab.

2. Mark the Smooth EIC before integration check box.

3. Select Gaussian from the Smoothing function selection.
4. Type 15 for Function width points.

5. Type 5 for Gaussian width points.

{EIC Smoothing
Chromatogram smoothing

/| Smooth EIC before integration

Smoothing function; [Gaussian =

Function width 15 points

Gaussian width: 5.000 points

Figure 109 EIC Smoothing tab in the Find by Formula - Chromatograms section
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EIC Integration tab

EIC Peak Filters tab

Perform a recursive feature finding

¢ Enter the parameters on the EIC Integration tab.

The parameters in this tab specify which integrator to use for the data extraction.

1. Click the EIC Integration tab.
2. Select Agile under the Integrator selection. Agile is the preferred class predic-
tion integrator. No additional user parameters are associated with this integra-
tion.

EIC Integration |
Integrator selection

Agile v

Figure 110 EIC Integration tab in the Find by Formula - Chromatograms section

d Enter the parameters on the EIC Peak Filters tab.

The parameters in this tab specify which ions to filter out of the chromatogram
integrator results.

. Click the EIC Peak Filters tab.

. Click Peak height.

. Mark the Absolute height check box.

. Type in a value of 1000 counts for the Absolute Height. With targeted feature
finding, the minimum Absolute height of the feature may be smaller than the
absolute height used in the compound filters for untargeted molecular feature
extraction.

5. Mark the Limit (by height) to the largest check box.

6. Type in a value of 5 for the Limit (by height) to the largest. If more than five

peaks are found and pass the isotope test and retention times are not used,

then the most abundant peaks are reported.

S~ oo =

 EIC Peak Filters |
Filter on
@ Peak height Peak area
Height filters
/| Absolute height = 1000 counts
Relative height = 5.0( % of largest peak
= 001 count
= 5.00C % of largest peak
M aximum number of peaks
/| Limit [by height) to the largest 5

Figure 111 EIC Peak Filters tab in the Find by Formula - Chromatograms section
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4. Enter the parameters in the The parameters in the Find by Formula - Mass Spectra section are applied to the
Find by Formula - Mass data to extract features for matching to the input formula. This is the third and final
Spectra section part of the recursive refinement of the feature finding.

a Click Find Compounds by Formula > Find by Formula - Mass Spectra in the
Method Explorer window. The input options specify criteria for mass spectra to
include in the feature processing.

Peak Spectrum tab b Enter the parameters on the Peak Spectrum tab.

The parameters in this tab specify which spectra from the extracted ion chro-
matograms to include in the feature processing and whether to perform back-
ground subtraction on the spectra.

1. Click the Peak Spectrum tab

2. Click Average scans >.

3. Type 10 for the % of peak height. Averaging scans provides mass accuracy.

4. Clear the Exclude if above X% of saturation under the TOF spectra group
heading. If this check box is marked, any spectrum containing a peak within

the given percentage of being saturated is excluded from processing for any
compound feature.

5. Select None for MS under the Peak spectrum background group heading.

Peak Spectum || Peak Location | Charge State

Spechra to include

At apex of peak
@ Average scans > 10 % of peak height
TOF spectia

Exclude if above 2000 % of saturation

@ Inthe m/z ranges used in the chromatogram
Anypwhere

In these m/z ranges

V| Never retumn an emply spectum
Peak spectrum background

MS None =

Time range:

Figure 112 Peak Spectrum tab in the Find by Formula - Mass Spectra section

Peak Location tab ¢ Enter the parameters on the Peak Location tab.

The parameters in this tab specify the m/z values in a spectrum that are consid-
ered peaks. These parameters are only applicable to profile data files. They are
not applicable to centroid collected data files and may be left at the defaults.

1. Click the Peak Location tab.
2. Type the default of 2 for Maximum spike width.
3. Type the default of 0. 70 for Required valley.
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Charge State tab

5. Turn off the sample purity
calculations in the Find by
Formula - Sample Purity
section.

Perform a recursive feature finding

_Peal_t Location |

Peak location
Maimum spike width: 2
Required valley: 0.70

Figure 113 Peak Location tab in the Find by Formula - Mass Spectra section

d

Enter the parameters on the Charge State tab.

The parameters in this tab specify isotope grouping tolerances and charge state
limits. Set the maximum charge state to one (1). Adjustments to the grouping
model can change the compound results.

1. Click the Charge State tab.

2. Type 0.0025 for m/z and 7.0 ppm for the Peak spacing tolerance.

3. Select Common organic molecules for the Isotope model. You select Unbi-
ased if the compounds are known to contain metals.

4. Mark the Limit assigned charge state to a maximum of check box.

5. Type 1 for the Limit assigned charge state to a maximum of. This parameter
should match the value typed into the Charge state range in the “Positive lons
tab” on page 105 and “Negative lons tab” on page 106 in the “Enter the
parameters in the Find by Formula - Options section.”.

6. Clear the Treat ions with unassigned charge as singly-charged check box.

"li:'harge State i
Isotope grouping
Peak spacing tolerance 00025  m/z plus 7.0  ppm
|sotope model: | Common organic molecules -
Charge state
/| Limit assigned charge states to a maximum of: 1

Treat ions with unassigned chaige as singly-charged

Figure 114 Charge State tab in the Find by Formula - Mass Spectra section

The Find by Formula - Sample Purity is not used in this example or typical metabolo-
mics analyses.

a

Click Find Compounds by Formula > Find by Formula - Sample Purity in the
Method Explorer window. The input options specify criteria for mass spectra to
include in the feature processing.

Turn off sample purity calculations on the Options tab.

1. Click the Options tab.

2. Clear the Compute sample purity check box. If this check box is cleared, then
sample purity is not calculated. All other options on this tab are unavailable
and the entries in the remaining tabs are not considered.
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Save your Find Compounds
by Formula method

Set the Export CEF Options

1. Open the Method Editor for
exporting CEF options.

2. Enter the export
destination settings for
your method.

Options |
Sample purity
Compute sample purty

RT acceptance window: +/- 1.0E min

Mirumum acceptable punty

Figure 115 Options tab in the Find by Formula - Sample Purity section

After you have edited your FbF method it is recommended you save the method
using a name different from the name you previously used for your MFE method so
that you can readily reprocess your data or new data without having to edit the
Worklist Automation actions.

a Click Method > Save As.

b Select the folder and type a method name in the Save Method dialog box. Change
the text MFE at the end of the method file name used in “Save your Find Com-
pounds by Molecular Feature method” on page 53 to FbF.

¢ Click Save.

Export CEF Options specifies where MassHunter DA Reprocessor stores the result-
ing CEF feature files and whether the files replace or overwrite any prior files.

a Click Export from within the Method Explorer window.
b Click CEF Options.

a Click At the location of the data file.

b Click Auto-generate new export file name.
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¢ Save your method. Click the save method icon [§§ or click Method > Save.

@ Auto-generate new export file name
Compound Summary CSV Options

i | % Method Explorer: Class_Prediction_WFG_MFE m x
+ Chromatogram
+ Spectrum
¢ General
' Reports
% Find Compounds i [7] Method E ditor: Export CEF Dptions x|
& FindC s by F . i (¥) Bxportto CEF =| (2 | ) = 04 - | Method Rems= | [~ _3 |
Expost destination
Identify Compounds
E Y One export file per data file |
+ Compound Automation Steps @ Al the location of the data file
© Worklist Automation Al specified deectory
Export
ASR Opbions I export e already exsts
Orvenwrite existing esxport fle
| cEF ogtions

MGF Options

Dl ata Oplions

MS/MS Inchuson List Options

Figure 116 Export CEF Options for use with DA Reprocessor

Enable the method to run in MassHunter software can most efficiently perform computationally intensive tasks,
MassHunter DA such as feature finding, on multiple data files using MassHunter DA Reprocessor.
The following steps enable your method to run using DA Reprocessor.

Reprocessor

1. Open the Method Editor to a Click Worklist Automation from within the Method Explorer window.
il acfclons to run from b Click Worklist Actions in the Worklist Automation section.
the worklist.

2. Replace the MFE action a Double-click the Find Compounds by Molecular Feature action in the Actions to
with FbF action. be run list. The action is automatically removed from the Actions to be run list.

As an alternate to the double-click, you can click on the action and then click the
delete icon % |.
b Double-click the Find Compounds by Formula action in the Available actions list.

The action is automatically added to the Actions to be run list. As an alternate to
the double-click, you can click the action and then click the down arrow button

-~ | to add the action to the Actions to be run list.

¢ Move the actions in the Available actions list so that the Export to CEF action is
listed after the Find Compounds by Formula action as shown in Figure 117 on
page 116.

d Save your method. Click the save method icon [§§ or click Method > Save.
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Confirm the FbF method on
a single data file

1. Find Compounds by For-
mula on a single sample.

2. Display and review the
Compounds List.

. + Find Compounds by Formula
i - Compound Automation Steps
. Worklist Automation

| Fepasting Ophons
| [Worktst Actions

Selectad Ranges

| Export

Figure 117 Assign Actions to Run from Worklist for use with DA Reprocessor

Metabolomics analyses involves the analysis of a large number of sample files with
each sample containing a large number of compounds. Find Compounds by Formula
is therefore run on the entire sample data set using MassHunter DA Reprocessor.
However, before the entire sample set is run in MassHunter DA Reprocessor, a sin-
gle file is processed within MassHunter Qualitative Analysis to verify the new
parameters.

a Click File > Open Data File.
b Click a single data file in the Open Data File dialog box.
¢ Click Open.

d Click Actions > Find Compounds by Formula, or click the Find Compounds by

Formula button i ® #rdcompounstyrarmia in the Method Editor: Find Compounds by For-
mula section in the Method Editor window. Feature extraction begins immedi-
ately and the progress is shown in an Operation in Progress status box (see
Figure 36 on page 56).

If no data file is open, or an inappropriate data file is open, a message box
appears as shown in Figure 37 on page 56. Click OK and open a single data file.

When the FbF method finishes processing the data file, MassHunter Qualitative
Analysis displays the results in several windows. You may review and arrange the
results to meet your preferences. If the window is not displayed, click View > Com-
pounds List.

The options for reviewing the are identical to those described in “Confirm the MFE

method on a single data file”, step 2 - “Display and review the Compound List after
running MassHunter DA Reprocessor.” on page 60.
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3. Optional - Export the
results for the single
sample to a CEF file.

Find compounds using DA
Reprocessor

1. Find Compounds by For-
mula using MassHunter
DA Reprocessor.

2. Display and review the
after running MassHunter
DA Reprocessor.

Recursive feature finding
using MassHunter
Profinder

This step is optional and identical to step 4 - “Optional - Export the results for the
single sample to a CEF file.” on page 58.

Class prediction involves applying your method to a large number of sample files
whereby each sample file may contain a large number of compounds. MassHunter
Qualitative Analysis can be used to process all of your data sets. However,
MassHunter DA Reprocessor provides a more efficient and automated means to run
your MassHunter Qualitative Analysis method on multiple sample files. Therefore
your method is run on the entire sample data set using DA Reprocessor.

Follow the same procedure presented in “Find compounds using DA
Reprocessor” on page 59 to perform targeted feature finding using FbF.

a Return to MassHunter Qualitative Analysis. If you closed the MassHunter Quali-
tative Analysis program, do the following:
» Click Start > All Programs > Agilent > MassHunter Workstation > Qualita-
tive Analysis B.06.00.
» Click Cancel when the Open Data File dialog box opens.

b Click File > Close All to close the open data files. Do not save any results.

¢ Click File > Import Compound to open one of the CEF files that contains the
molecular feature results of Find Compounds by Formula.

Note: Because of the large number of features in a typical sample file, it is recom-
mended to open only one file at a time to review the results. Close the open file
and then open the next file.

d Follow the same procedure presented in “Confirm the MFE method on a single
data file”, step 2 - “Display and review the Compound List after running
MassHunter DA Reprocessor.” on page 60 to display and review the mass spec-
tral results.

The following examples use MassHunter Profinder B.06.00 running on 64-bit Win-
dows 7 Professional. If you already performed a recursive feature finding using Qual-
itative Analysis skip to “Divide the sample data into training and validation data
sets” on page 124.

Finding the features in your sample data files using Profinder involves one self-
directed wizard that involves five steps as shown in Figure 118 on page 118.
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ler: Batch Targeted Feature Extraction Workflow

N ~N ( N N ~
largeted F la Matching | | EIC Peak » ! Spectrum - I Post-
ormu I d S : N :
iture Tarqets Tolerances and [ > Integration >Extraction and I_ - Processing
. 71 . . | I | .
on (TFE) \ 9 ) ’ | Scoring | and Filtering J I\ Centroiding J . l Filters .
., o N e - > - Jr'

Figure 118 Steps to find targeted features using Profinder

The parameters recommended in the following steps are part of the Batch Targeted
Feature Extraction workflow wizard in Profinder. See Agilent G3835AA MassHunter
Profinder Software - Quick Start Guide for additional information on using Profinder.

1. Start MassHunter Profinder MassHunter Profinder a software tool used to perform the function of finding molec-
software. ular features in TOF and Q-TOF data files. After the molecular features are found they
are imported into Mass Profiler Professional for statistical analysis. Feature finding
is an essential prerequisite to using Mass Profiler Professional.

a Double-click the Profinder icon @4 located on the desktop,

Click Start > All Programs > Agilent > MassHunter Workstation > Profinder
B.06.00.

b Click the File > Add/Remove Sample Files or & 4dd/Remove sample Files.. i the
toolbar to begin the workflow.

=] agilent MassHunter Profinder B.06.00 - Untitied

: [[File] Edit Wiew Method Wizards Help
[ WewProject. le Files.., B

|2 Open Project..

il save Project ki

Save Project as.

B Add/Remowe Sample Files..,

Export as CEF..
Export as C5W..
Export as Detailed C5V..,

Exit:

Figure 119 Add sample files to begin feature finding in Profinder

2. Add all of the sample data a Click Add file(s) in the Add/Remove Sample Files dialog box.
files to Profinder.
Add/Remove Sample Files
Sample file selection and display order
Show/Hide Samples Polariy Sample Group
T R ™

Figure 120 Add/Remove Sample Files dialog box

b Navigate to the folder containing your raw sample data files and in the Open File
dialog box.

118



Filter and analyze the sample features Perform a recursive feature finding

¢ Select your raw sample data files in the Open File dialog box.

d Click Open.

Open file

Look in- [} Conirol EIEIEE

&3

Recent ltems

My Documents

Desktop

—
Computer

ﬁi File: name: “D10B.d*"D1B.d" "D2B.d" "D3E.d" "DAE.d" "DEE.c = Open

v [ Cancel |

Help

Netwark Files of type: | Data Files ()

Figure 121 Add/remove Sample Files dialog box
e Repeat steps a through d if your sample data files reside in multiple folders.

f Click OK in the Add/Remove Sample Files dialog box when all of your sample
data files are selected.

AddfRemave Sample Files
Sample file selection and display order
Show/Hide Samples Polarity Sample Group ~|A
» vl Dled Pastive
DiBd Fosiive =
vl |peed Pasttive v
v |paEd Pasitive
7 | p4ed Fositive il
oK Cancel

Figure 122 Samples added to the Add/remove Sample Files dialog box

3. Select the Batch Targeted Begin the Batch Molecular Feature Extraction (MFE) workflow.

Feature Extraction a Click Batch Molecular Feature Extraction.
workflow. _
b Click Next.
=
.‘..:..'. Feature Extraction Workflow
"Tleae, Select the feature extraction algorithm to run
Se\e-:l algarithm
Batch Molecular Feature Extraction
Batch Recursive Feature Extraction
@ Batch Targeted Feature Extraction
Help New |[ Finsh |[ Cancel |

Figure 123 Select Batch Molecular Feature Extraction

4. Enter the formula targets a Enter the parameters in the Formula Source tab.

parameters in (Step 1 of 5)
of the TFE workflow.
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Formula Source | Positive lons | Negative lons | Charge State

Source of farmulas to confim

") These formulas

[type a comma-separated list of formulas, e.g., "CEHE, CHA]
@ Compound exchange file [.CEF)
M assHunten\Data'Class_Prediction DatatClass_Predici | ... |

) Database
C:iMassHunter\PCO LA default csv
Matches per formula

Mawitum number of matches 1

Values to malch
S Mass

7 Mass and retention time [retention time optional)

@ Mass and retention time (retention time required]

Figure 124 Formula Targets Step 1 of 5 - Formula Source tab

b Enter the parameters in the Positive lons tab.

| Fomula Souree| Pesiive lons | Negalive lons | Charge State|

Chargs cariers Meulral losses

-election

(] ]

Chaige states, if nol known Agaregales
| [C] Dimers e [2MaH]e

Charge stats range
[C] Trimers e, [B+H]s

Figure 125 Formula Targets Step 1 of 5 - Positive lons tab

¢ Enter the parameters in the Negative lons tab.

| Famula Souree | Fosiive lons |; Megative Ions || Charge State|

Charge cariers Meutral losses
T
H

[ +0

[+ (]

Charge states, if ot knawn Aggiegates
[] Dimers ~ e.g., [2MH}
[] Trimers =g [3H}

Charge staterange 1

Figure 126 Formula Targets Step 1 of 5 - Negative lons tab

d Enter the parameters in the Charge State tab.

| Formuls Sourcs | Pasitive lons | Negative lons £ Charge State |

Isotope grouping

Peak spacing tolerance: 00025 mfz plus 70 pem
Isotope madel Common organic molzcules -

Charge state

Limit assighed charge states to 3 masimum of: 1

[7] Treations with unassigned charge s singly-charged

Figure 127 Formula Targets Step 1 of 5 - Charge State tab
e Click Next.
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5. Enter the matching a Enter the parameters in the Formula Matching tab.
tolerance and scoring
parameters in (Step 2 of 5)
of the TFE workflow.

Formula Matching | Scoring | Result Filters
Match tolerance

Masses: +- 2000 ppm =

Retention times: +/~ 0150 minutes

Expansion of values for chromatogram extraction
Possible miz: |Symmetic(ppm) v | #1200 -

] Limit EIC exraction range

Espected retention time:  +/-  1.00 minutes

Figure 128 Matching Tolerances and Scoring Step 2 of 5
b Enter the parameters in the Scoring tab.

Formula Matching | SCofing | Result Fiters

Contribution to overall score

Mass score 100.00
Isatape sbundance scare £0.00
Isotope spacing score 50,00
Rietention time score 0o

Expected data variation

MS mass 20 mba + 66 pem
MS isolope abundance: 75 %

MS/MS mass: 5.0 mba + 75 pem
Fletention time; 0118 in

Figure 129 Matching Tolerances and Scoring Step 2 of 5
¢ Enter the parameters in the Results Filters tab.

Formula Matching | Seering |f Fiesul Fiters
Malching criteria
Low score matches

Matches for which the overal score is low
V| Wamnif score is < 7800

Do not match if score is < |70.00

Single fon matches

Matches for which arly a single evidence ion s abserved, but a second
evidence ion is predicted from the formula

1 Wamif the {uncbserved) second fon's S G

Do ot match i the [unobserved)
secand ian's abundance i expected > [200m0
tobe

Figure 130 Matching Tolerances and Scoring Step 2 of 5
d Click Next.

- Formula Matching tab

- Scoring tab

- Results Filters tab

6. Enter the EIC peak a Enter the parameters in the Integration tab.
integration and filtering
parameters in (Step 3 of 5)
of the TFE workflow.

Integration | Smoathing | Pesk Filters | Chiomatogram Format
Irkegratar selzction

4ale |

Figure 131 EIC Peak Integration and Filtering Step 3 of 5
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b Enter the parameters in the Smoothing tab.

Integration | Smacthing | Peak Filters | Chromatogram Fomat
Chromatogram smoathing

V| Gmooth EIC before integration

Smoothing function: P =

Function width 5 points

Gaussian width: 5.000 points

Figure 132 EIC Peak Integration and Filtering Step 3 of 5 - Smoothing tab
¢ Enter the parameters in the Peak Filters tab.

Integration | Smoothing || Peak Fiers | Chiomatagram Fomat

Filter on

o) Peak height Peak area
Height fiers
¥] Absolute height 5= 1000 counts
Rlelative height >= 5000 % of largest pesk
10000
1.000]

Maimum number of peaks

V| Limit [by height] to the largest 5

Figure 133 EIC Peak Integration and Filtering Step 3 of 5 - Peak Filters tab
d Enter the parameters in the Chromatogram Format tab.

Integration | Smoothing | Peak Filters || Chromatogram Fomat
Chomatogram data format
@ Centraid when avaiable, othemwise Prafile
Profile when available, otherwise Centroid
Centroid only

Profile orly

Figure 134 EIC Peak Integration and Filtering Step 3 of 5 - Chromatogram Format
tab

e Click Next.

7. Enter the spectrum a Enter the parameters in the Peak Spectrum tab.

extraction and centroiding
parameters in (Step 4 of 5)
of the TFE workflow.

Peak Spectium | Centoiding | Spectrum Format

Spectra ta include

At apes of peak

@ Average scans > 10 % of peak height
TOF spectra
V| Evcludeif shove 200 % of saturation

@ Inthe m/z ranges usedin the chromatogram
Anywhere
Inthese m/z ranges 100.0000-2000.0000
7] Never retum an emply spectium

Peak spectium background

M5 None -

Titne range: 0.000

Figure 135 Spectrum Extraction and Centroiding Step 4 of 5 - Peak Spectrum tab

b Enter the parameters in the Centroiding tab.
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8. Enter the parameters for
the post-processing filters
in (Step 5 of 5) of the TFE

workflow.

9. Save your method.

Paak Spectrum | Centroiding | Spectrum Format
Peak location

Masimum spike width :

Required valey 070

Figure 136 Spectrum Extraction and Centroiding Step 4 of 5 - Centroiding tab
¢ Enter the parameters in the Spectrum Format tab.

FPesk Speciun | Cenveiding | Spesiu Foma.
Mass spectal data format
@ Centroid when available, otherwize Profile
Profile when available, othenwise Centroid
Centroid orlly

Figure 137 Spectrum Extraction and Centroiding Step 4 of 5 - Spectrum Format tab
d Click Next.

a Enter the parameters for the post-processing filters.

b Click Finish. Feature finding in the sample data files begins immediately.

Find by Formula fiters

Fielative height = 100 %
] Absolute height »= 5000 courts
Score (Tot) »= 50.00]

Minimum fiter matches
& compaund must satisty the checked Find by Famuls fiter canditions in at least

2 [Hels) -

across all sample filefs)
@ in at lesst one sample group
in each sample group

Global fiters
Limit to the largest 2000 compaund groupls)

Figure 138 Post-Processing filters Step 5 of 5

a Click Method > Save As to save your method.
b Navigate to the appropriate folder.

Enter your file name.

o

d Click Save.
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Divide the sample data
into training and
validation data sets

1. Create folders for your
training and validation CEF
files.

2. Move most of the replicate
CEF files to the training
folder.

Training sample data files are used to build your class prediction model. Validation
data files are used as a final quality inspection of your class prediction model. Pro-
vided that you have sufficient replicates for each of your classes, you begin training
by setting aside a subset of your sample data, typically one or more sample data files
representing each of the classifications, to use as a validation data set. The remain-
ing majority of the data, the training data set, is used to train your prediction model.

In this workflow the recursive feature data files (CEF files) generated by Qualitative
Analysis/DA Reprocessor or Profinder are copied into separate folders. Placing the
data files into separate folders prevents potential confusion among the CEF files
used for training versus validation and, more importantly, treats the validation files
identical with how new samples files are analyzed.

Note: If you plan to use your class prediction model with data already collected
instead of with data to be collected in the future, an alternate process for managing
training versus validation data involves retaining all of the CEF files in the same
directory and importing all of the files into a single MPP experiment so that all of the
features across both the training and validation data files are subject to the same
normalization and alignment (see the initial experiment grouping described in
“Group samples based on the independent variables and replicate structure of your
experiment in the MS Experiment Creation Wizard (Step 6 of 11).” on page 74).
When you import all of the sample data files into a single experiment, it is recom-
mended to create a new Parameter Name (i.e., “Class Prediction”) and designate at
least one sample representing each of the experimental classifications a value of
“Validation” and the remaining samples a value of “Training.” Use the samples des-
ignated "Validation” in the “Class Prediction” parameter to recreate you differential
analysis and build your class prediction model.

Skip ahead to “Recreate your differential analysis using the recursive features” on
page 125 if you are importing all of your sample data into one experiment.

a Click Start > All Programs > Accessories > Windows Explorer to open Win-
dows Explorer.

b Navigate to C:\MassHunter\Data.

¢ Create a new folder named Class_Prediction_Data.

d Navigate to your new folder C:\MassHunter\Data\Class_Prediction_Data.
e Create a new folder named Training Sample Data.

f Create a new folder named Validation_ Sample Data.

Move most of the replicate CEF files for each condition to the training data folder
C:\MassHunter\Data\Class_Prediction_Data\Training_Sample_Data. For the
example files (“Features of the example experiment” on page 21), nine of the ten
replicate CEF files for each condition represent the training data set.

All of the data files except D2B.cef, D13B.cef, D24B.cef, and D35B.cef from “Fea-
tures of the example experiment” on page 21 are the training sample files.
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3. Move at least one replicate
CEF file to the validation
folder.

Import and organize your
recursive data

Recreate your differential
analysis using the recursive
features

Divide the sample data into training and validation data sets

Move one CEF file for each condition to the validation data folder
C:\MassHunter\Data\Class_Prediction_Data\Validation_Sample_Data. For the
example files one CEF file representing each condition represents the validation data
set.

Data files D2B.cef, D13B.cef, D24B.cef, and D35B.cef from “Features of the example
experiment” on page 21 are the validation sample files in this example.

Recreate your project setup, experiment up, and import filters following the proce-
dures presented in “Create a new project and experiment” on page 68 through “Fil-
ter, align, and normalize the sample data” then return to the next step of this
workflow.

Note: If you plan to use your class prediction model with data already collected,
instead of with data to be collected in the future, an alternate process is to create an
experiment with all of the sample data and use grouping to identify the training ver-
sus the validation data as described in “Order and group the sample data files” on
page 73.

Recreate your differential analysis using your recursive features following the proce-
dures presented in “Perform a differential analysis” on page 84 then return to the
next step of this workflow.

The number of entities during your analysis using recursively found features is
smaller than the number features in your initial differential analysis using untargeted
features. In both differential analyses the number of features decreases as you prog-
ress through the steps of the Analysis: Significance Testing and Fold Change work-
flow. A comparison using this example data is shown in Table 2. The features in the

Table 2 Feature count decreases as the data is process during the Analysis:
Significance Testing and Fold Change workflow.

All sample data
files, untargeted

Training data
files, recursive

features features
Step 1 of 8: Summary Report 3,763 1,138
Step 3 of 8: Filter Flags 2,885 1,072
Step 4 of 8: Filter by Frequency 907 925
these entities were exported for recursion
Step 6 of 8: Significance Analysis 793 835
Step 7 of 8: Fold Change 738 706

“Training data” column began with recursive features from Filter by Frequency enti-
ties from the “All sample data” column.

The compound alignment values you enter for the retention time window and the
mass window in “Select and enter the retention time and mass alignment parame-
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Filter and analyze the sample features Divide the sample data into training and validation data sets

Save the project containing
your recursive analysis

Next step...

ters in the MS Experiment Creation Wizard (Step 8 of 11).” on page 79 determine the
number of unique features at the beginning of your differential analysis.

If you did not save your analysis at the end of “Perform a differential analysis”, save
your analysis at this time.

a Click Project > Export Project.

b Mark the check box next to the experiment you wish to save.
¢ Click OK.

d Select or create the file folder.

e Type the File name.

f Click Save.

You have now completed the third step of the class prediction workflow. In the next
workflow step you build and validate your prediction model using Mass Profiler Pro-
fessional.
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Build your prediction model using the training data set and one or more
class prediction algorithms. When you obtain satisfactory results, vali-
date your prediction model using the validation data set.

Quelitative Analysis
or Profinder

I

Qualitative Analys
or Profinder

Build your class prediction model

Build your
prediction model
using your training
sample data

Select an entity list,
interpretation, and class
prediction algorithm

Build the prediction
model using
supervised learning

Not

Stifactory

Review
the confusion matrix
and outputs

Satifactory

Qass prediction
model object

Export your
prediction model to
classify new sample
data using SCP

Select your class
prediction model

Prediction model file

Validate your
prediction model
using your validation
sample data

Select your validation
sample data and
prediction model file

Review
the classification
results

Export model results
for recursion

(Optional) And features
recursively and rebuild
your prediction model

Qass prediction
model ready to
classify new samples




Build your class prediction model

Build your prediction
model

Select an interpretation,
entity list, and class
prediction algorithm

Averaged and non-averaged
interpretations

Filtered entity list

Build your prediction model

After you collect replicate sample data, find the features in all of your sample data
files, and create a differential analysis that is able to differentiate your training sam-
ple data into the known classifications, you can build your prediction model. Build-
ing a prediction model begins with the assumption that you have created a
successful initial differential analysis and respective entity lists as described in “Fil-
ter and analyze the sample features” on page 67.

Your prediction model can be used to predict functional classes like diseases and
conditions from the abundance profile of the entities in your sample data. For exam-
ple, you can predict the class or parameter of a sample, identify signatures that dis-
criminate well among classes, and identify samples that are outliers and provide a
quality control to your sampling.

Your prediction model is built based upon the selection of a non-averaged interpreta-
tion and the selection of an appropriately filtered entity list. The interpretation you
select provides the model with the known classifications and whether to average
the feature intensity values across replicates or normalize the feature intensity val-
ues within a sample.

The entity list you select provides the model with the initial quality control parame-
ters with which to filter the features, leaving the features that contribute the most
change among your classifications.

You can choose whether or not to select an interpretation that uses averaging
across replicates within each condition (classification) for your experiment. In this
workflow guide the class prediction model is created using a non-averaged interpre-
tation, where the intensity of each feature within a data file is normalized among all
of the features within the same data file instead of averaging the features across
replicate data files.

Averaged Interpretation: Average the feature intensities across replicate data files.
The mean intensity value for each entity across the replicates is used for analysis
and visualization, and the interpretation is simply listed by its parameter name. Use
an averaged interpretation if you plan to use your class prediction model with data
that is already collected per your experiment design.

Non-averaged Interpretation: Normalize the feature intensities within a sample to
all of the features within the same sample instead of averaging the feature intensi-
ties across replicate data files. The normalized intensity value for each entity within
a sample is used for analysis and visualization, and the interpretation is listed by its
parameter name followed by “(Non-averaged).” Use a non-averaged interpretation if
you plan to use your class prediction model to evaluate data that is acquired at a
future date, such as part of a real-time sample classification process within your
acquisition method.

You build your class prediction model using a list of features (entities) that has been
filtered to a smaller set that contains the features contributing to the best separa-
tion of your experimental conditions (classifications). The 3D PCA scores plot dis-
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Class prediction algorithm

Launch Mass Profiler
Professional

Build your prediction model

played during the “Review the sample quality in QC on samples in the Analysis:
Significance Testing and Fold Change (Step 5 of 8) workflow.” on page 91 provided
evidence that the Filtered by frequency entity list contains a sufficient set of fea-
tures that are able to differentiate the samples based on the classifications con-
tained in the experiment interpretations. You can select an alternate entity list for
your model; select an entity list that has at least been Filtered on Flags to remove
one-hit wonders and a Fold change entity list, if available, is preferable.

The class prediction algorithm you select determines which of the available learning
tools are used by MPP to train the model. The prediction algorithm uses the known
functional classifications (interpretation) in your training sample data to build a pre-
diction model to classify new samples of unknown class. Each algorithm has differ-
ent traits that may or may not be the most beneficial to building your prediction
model. See “Identify appropriate class prediction algorithms” on page 23 to learn
more about the algorithms available to build your class prediction model.

The following examples use Mass Profiler Professional B.12.61 running on 64-bit,
Windows 7 Professional.

Double-click the Mass Profiler Professional icon located on the desktop,
or click Start > All Programs > Agilent > MassHunter Workstation > Mass Pro-
filer Professional > Mass Profiler Professional.

If MPP is already open, select your recursive experiment created in “Recreate your
differential analysis using the recursive features” on page 125.

The example MPP project created during this workflow contains two experiments,
the original analysis using untargeted features from the training data set and the
analysis using targeted features found recursively from the same training data set.
Figure 139 on page 130 shows how the example project appears with both experi-
ments displayed at the same time.
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Build a prediction model

1. Select your recursive
experiment, interpretation,
and analysis.

Build your prediction model
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Figure 139 MPP project containing two experiments, the original differential analy-
sis of all 40 samples and the recreated differential analysis of the 36 training sam-
ples after the features were found recursively.

You can build your class prediction model using either the original analysis based on
the untargeted features found in the training data set or the analysis based on the
targeted features found recursively from the same training data set.

a Double-click the recursive experiment in the Project Navigator. The recursive
experiment opens and becomes the active experiment as shown in Figure 140.
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Build your class prediction model

2. Launch the Build
Prediction Model wizard.

Build your prediction model
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Figure 140 Project Navigator with both experiments created during the class pre-
diction workflow

b Click the Classification (Non-averaged) interpretation for the recursive experi-
ment in the Project Navigator.

¢ Click the Filtered by frequency analysis entity list. Figure 139 on page 130 shows
the MPPP screen for the example recursive data set. You can select an alternate
entity list for your model; select an entity list that has at least been Filtered on
Flags to remove one-hit wonders and a Fold change entity list, if available, is
preferable.

Click Build Prediction Model in the Workflow Browser. The Class Prediction wiz-
ard is launched.

<«

Class Prediction

Buid Frediction Model ) =)

Run Prediction
Run Prediction from file
Export Prediction Model

Figure 141 Selecting Build Prediction Model in the Workflow Browser

The Build Prediction Model wizard has five (5) steps and involves optional dialog
boxes in choosing an entity list, interpretation, and parameters for your class pre-
diction algorithm. A flow chart of the Class Prediction wizard is shown in

Figure 142.
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3. Enter the source
parameters in Class
Prediction (Step 1 of 5).

Build your prediction model
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Figure 142 Flow chart of the Build Prediction Model wizard

a

Click Choose to select the Entity List that you want to use as the source for build-
ing your class prediction model if the default entity list is not as described in
step 1 - “Select your recursive experiment, interpretation, and analysis.” on

page 130.

Select an entity list that has at least been Filtered on Flags to remove one-hit
wonders. A Fold change entity list, if available, is preferable. The Fold Change
entity list is selected in this example.

Click Choose to select the Interpretation that you want to use as the source for
building your class prediction model if the default interpretation is not as
described in step 1 - “Select your recursive experiment, interpretation, and
analysis.” on page 130.

The optimal interpretation to build your prediction model is a non-averaged inter-
pretation.

Select a Class Prediction Algorithm. Partial Least Squares Discrimination is
selected for the example training data set.

Select the algorithm appropriate for your experiment. The available class predic-
tion algorithms are Partial Least Squares Discrimination, Support Vector
Machine, Naive Bayes, Decision Tree, and Neural Network. Each of the algo-
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rithms is described in “Identify appropriate class prediction algorithms™ on
page 23.

d Click Next.

€}, Class Prediction (Step 1 of 5] =

Input Parameters

Class Prediction allows for the preciiction of & condition (phenotype, treatmert etc. ) of & sample bssed on the expression valuss of a set of predictor
entities in a training set, Choose the entity list, interpretation and the dlass prediction algorithm used for the class prediction model.

Entity List |Fold change »= 2.0 I Choase... )

Interpretation | Classification (Man-sveraged) 1 Choase... )

Class prediction algorithm

Figure 143 Input Parameters page (Class Prediction (Step 1 of 5))

4. Enter the validation The parameters available in this page of the wizard depend on the class prediction
parameters in Class algorithm you selected in the prior step of the wizard (see Figure 144 through
Prediction (Step 2 of 5) Figure 148 for the parameters available and default values for each algorithm).

Partial Least Squares Discrimination validation parameters
Enter Number of components: 4

Select Scaling: Auto Scaling, Pareto, No Scaling

Validation type is N-Fold

Enter Number of Folds: 3

Enter Number of repeats: 10

Figure 144 Validation parameters available for Partial Least Squares Discrimination

Support Vector Machine validation parameters
Select Kernel type: Linear, Polynomial, Gaussian
Enter Maximum number of iterations: 100000
Enter Cost: 100.0
Enter Ratio: 1.0
If Kernel type is Polynomial

Enter Kernel parameter 1: 0.1

Enter Kernel parameter 2: 1

Enter Exponent: 2
If Kernel type is Gaussian

Enter Sigma: 1.0
Select Validation type: N-Fold, Leave One Out
If Validation type is N-Fold

Enter N-Fold: 3

Enter Number of repeats: 10

Figure 145 Validation parameters available for Support Vector Machine

Naive Bayes validation parameters
Select Validation type: N-Fold, Leave One Out
If Validation type is N-Fold

Enter Number of Folds: 3

Enter Number of repeats: 10
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Figure 146 Validation parameters available for Naive Bayes

Decision Tree validation parameters
Select Pruning method: Minimum Error, Pessimistic Error, None
Select Goodness function; Gini, Information Gain
Enter Leaf impurity: 1.0
Select Leaf impurity type: Global, Local
Select Validation Type: N-Fold, Leave One Out
If Validation Type is N-Fold
Enter N-Fold: 3
Enter Number of repeats: 10
Enter Attribute Fraction at nodes: 1.0

Figure 147 Validation parameters available for Decision Tree

Neural Network validation parameters
Select Number of layers: 0,1, 2,3, 4,5,6,7,8,9
Click Set Neurons
In the Hidden Layer Configuration dialog box
Enter Neurons in Layer x: 15 (for each layer number x)
Enter Number of iterations: 100
Enter Learning rate: 0.7
Enter Momentum: 0.3
Select Validation Type: N-Fold, Leave One Out
If Validation Type is N-Fold
Enter N-Fold: 3
Enter Number of repeats: 10

Figure 148 Validation parameters available for Neural Network

a

Click Back to select a different algorithm.

Partial Lease Squares Discrimination is the selected algorithm for the example
experiment; the default values are shown in Figure 144 on page 133.

Type 4 for the Number of components.

Select a Scaling to apply to the features in your entity list. Select No Scaling if a
feature is not present in any of your samples.

The available Scaling options are Auto Scaling, Pareto, and No Scaling.
Select the Validation type to apply to your class prediction training.

The available Validation types are Leave One Out, and N-Fold. The validation
types are part of the supervised learning employed to build your prediction model
and are described in “Review the steps to create a class prediction model” on
page 31. No parameters are available to enter for Leave One Out. For N-Fold you
continue with the following parameters.

Type 4 for the Number of folds associated with the N-Fold Validation type.
Type 10 for the Number of repeats associated with the N-Fold Validation type.

Click Next. The supervised learning model validation is run at this time. It may
take a few seconds to several minutes before the next page of the wizard is dis-
played.
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€3, Class Prediction (Step 2 of 51 =

Validation Parameters

Chaooss the parameters for the class prediction model creation and validation. In most cases, the defaults give acceptatle resuts.
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Figure 149 Validation Parameters page (Class Prediction (Step 2 of 5))

5. Review the validation The parameters available in this page of the wizard depend on the class prediction
algorithm outputs in Class algorithm you selected in the prior step of the wizard (see Figure 144 through
Prediction (Step 3 of 5) Figure 148 for the parameters available and default values for each algorithm).

a Review the results of your class prediction model.

Compare the true value of the sample classifications to the predicted classifica-
tions based on the prediction model. The Confusion Matrix (Figure 150) provides
a quick means to view how the true classifications compare to the predicted clas-
sification for replicates among the samples. For validation algorithm outputs the
Confusion Matrix results show a cumulative Confusion Matrix, which is the sum
of confusion matrices for individual runs of the learning algorithm.

The table of each sample presented in the Prediction Results (Figure 151 on
page 136) allows you to review the actual classification and predicted classifica-
tion for each individual sample.

b Click Back to adjust your class prediction algorithm parameters or select a differ-
ent algorithm.

¢ Click Next. The supervised learning performs training at this time. It may take a
few seconds to several minutes before the next page of the wizard is displayed.

€}, Class Prediction (Step 3 of 5] =

Validation Algorithm Outputs

The validation ables provids the resut of the madel validation step. The prediction is compared with the trus values of the samples, IF many mistskes
are made in the predition, press the "Back! button ta make changss to the modsl.

[Control] Predicte...[[Var AW] (Predicted)| [Var BR] (Predicted) | [Var CN] (Predicted) Accuracy
(True) [Contral El 0] 1] 0] 00,000
(Truey [var Al 0 9 0 0 00000
(True) [var BR] ] 0 bl 0 Q0,000
(True) [Var Ch ] 0 ] 3 Q0,000
Qwerall Accuracy. 100,000
[&| Prediction Results. f&a Confusion Matrix %
| Help ‘ << Back. | ‘ MNext >3 | Finish ‘ Cancel ‘

Figure 150 The Confusion Matrix on the Validation Algorithm Outputs page (Class
Prediction (Step 3 of 5))

135



Build your class prediction model

6. Review the training
algorithm outputs in Class
Prediction (Step 4 of 5).
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€3, Class Prediction (Step 3 of 51 =
Validation Algorithm Outputs
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Figure 151 The Prediction Results on the Validation Algorithm Outputs page (Class
Prediction (Step 3 of 5))

On this page of the wizard, you review the results of training the prediction model
and the parameters associated with the prediction model. The available views on
this page depend on the class prediction algorithm you selected. This same informa-
tion can also be viewed after you complete your prediction model; double-click on
the model in the Project Navigator.

a Review the results and training algorithm of your class prediction model.

For training algorithm outputs, the Confusion Matrix results show the result of
applying the final prediction model to the training sample data. In addition to the
tabs containing the Confusion Matrix and Prediction Results, two additional tabs
containing the training algorithm outputs are added for the Model Formula and
Lorenz Curve.

The Lorenz Curve (Figure 152 on page 137) is used to visualize the class belong-
ingness measure, a value from 0 to 1 assigned to each sample for a particular
class. When the samples are sorted in decreasing class belongingness along the
x-axis, the red line in the Lorenz Curve creates a trace that identifies the samples
that are predicted to belong to the selected class. The y-axis is the cumulative
fraction of samples that fit in the selected class, and therefore in conjunction
with the x-axis, shows the total number of samples included in the classification.
In this case, a line of equality is obtained because the correlation of the True Pos-
itive Fraction is 1:1 with the Rank; each sample in the population contributes
equally to the accuracy of the model prediction.

The point along the Lorenz curve where the cumulative True Positive Fraction
reaches its maximum value of 1 indicates the number of samples that would be
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Build your class prediction model

7. Save the class prediction
model in Class Prediction
(Step 4 of 5).

Build your prediction model

predicted to be in the selected Class Fraction if all the items actually belonging to
this class are classified correctly. In this example 9 samples account for 100% of
the samples that were actually assigned to the Control class. Based on our repli-
cate sample structure, the same Lorenz curve is displayed for each classification.

Class Fraction | [Control]

0.9 o
0 o
07 ,‘

0.6
05 /
044 ,
wf A
w2 A

True Positive Fraction:[Control]
m,

Prediction Results

H5| Confusion Matrix | EE Model Formuls

20 30
Rank:[Control]

|7 Lerenz Curve

Figure 152 Lorenz curve for the example training data set

b Click Back to adjust your class prediction algorithm parameters or select a differ-

ent algorithm.

¢ Click Next.

), Class Prediction (Step 4 of 5]

=)

Training Algorithm Outputs

press "Help",

The restlt of the class prediction model is present=d in the Model Formula and the Lorenz Curve tab. For mare information on interpreting the resuts,

Y-Axis

— . Al
ATl T ZAxis
v [ vos = s B =
# Loadings Mv b-Scores x| ¥ Seores | i C-CPlot
Class Fraction |[Contral] - Legend - t-Scores
Color by Classfication (Non-2
= E | [Control]
] hE
£ | [Var aw]
: EE m [VarBR)
[ 10 20 30 B [ar CN]
Rank:[Control]
Prediction Resuls | 83 Confusion Matrix | B Model Formula. [ Lorenz Curve x q T b
| [ Heln | [ ssBack | [(dext>> | [ Fnish | [ gancel ]

Figure 153 Training Algorithm Outputs page (Class Prediction (Step 4 of 5))

The parameters available in this page of the wizard depend on the class prediction
algorithm you selected in the prior step of the wizard (see Figure 144 through
Figure 148 for the parameters available and default values for each algorithm).

a Review your results.

b Add or edit descriptive information that is stored with the class prediction model
in the Name and Notes parameters. A clear, simple descriptive name is recom-
mended to help your project organization.

137



Build your class prediction model Build your prediction model

¢ Click Back to review and adjust your class prediction algorithm parameters or
select a different algorithm.

d Click Finish.

Class Prediction Model

The information for the class prediction model is shown here, Press "Finish" to save the model.

Mame | Training - PLSD|madel on Classification (Hor-averaged) |

Notes | Created from Advanced analysis operation: Euld Prediction Model a
Experiment : Training Differential Analysis E
Entity List: Fold change »= 2.0

Interpretation : Classification (Non-averaged)
Class Prediction Alqorithm: Partial Least Square Discrimination <

Creation date ‘Mor\ Aug 11 10:25:06 MDT 2014

Last modified date ‘Mun Aug 11 10:25:08 MDT 2014

Owner | geuser

Technology | MassHunterQual IDENTIFIED_UNIDENTIFIED_COMPOUNDS. Training Differential Analysis_2014

oversll Accuracy 100

Endpoint Name  Predictd(Classification (Non-averaged))

Number of Endpoints |4

|
|
|
|
Algorithm Name  Partial Least Square Discrirination |
|
|
|
|

Encipaint Vaue List  [[Cortroll, [var W), [var R, [var NI

Figure 154 Class Prediction Model page (Class Prediction (Step 5 of 5))
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Export your prediction
model

1. Launch Export Prediction
Model in the Workflow
Browser.

2. Select your prediction
model.

3. Enter the export file name
and folder.

Export your prediction model

Exporting your prediction model begins with the assumption that you have created a
satisfactory prediction model using your training data. You export a prediction model
to validate your model with your validation data set and to use the prediction model
with Sample Class Predictor.

Click Export Prediction Model in the Workflow Browser.

Export Prediction Model has three (3) steps. A flow chart of exporting your class
prediction model is shown in Figure 155.

Export Prediction Model

Export prediction : Confirm export active
: Save dialog box :
dialog box experiment

Figure 155 Flow chart of the steps to export your class prediction model

a Select the prediction model to export in the Export prediction dialog box. The pre-
diction model row is highlighted when selected.

b Click Export.

3, Export prediction =
& Name | Creation Date | Technology [ Project Name | Experiment Name
Training - PLSD model on Classification (Mon-averaged) [Mon Aug 11 1... MassHunterQual.IDENTI. . |Class prediction differential .. [Training Differential Anafysis

Displaying results from 1101 0f 1. showing page | (|1 D o

Help Cancel

Figure 156 Export prediction dialog box

a Navigate to the folder containing your class prediction training feature files (CEF
files) in the Save dialog box.

b Type the File name. For this example prediction model type Prediction
Model - Training.

c Click Save.
O save ==
Save n: Class_Prediction_Data - FeEE
Class_Prediction_all_Data
F Recursive_All_Data
. Training_Sample_Data
Validation_Sample_Data
Desktop
My Documents
Computer
)
iﬁ File name: Prediction Model - Training ave
Metwerk s of typei [Hagel i (*.scp) - Cancel

Figure 157 Save dialog box
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4. Review the confirmation of
the exported prediction
model.

5. Save your project.

6. Review the confirmation of
the saved project.

Export your prediction model

a Review the folder and file name of the exported prediction model in the Info dia-
log box.

b Click OK.

Info =

0 Classification maodel successfully exported to C:\MassHunter\Data\Class_Prediction_Data\Prediction Model - Training scp

Figure 158 Save dialog box

The Export Prediction Model workflow automatically encourages you to save
(export) your current project as a TAR file for archiving, restoration of any future
analysis to the current results, sharing the data with a collaborator, or sharing the
data with Agilent customer support.

Click Yes. The exported project file name is the same name you entered for the
prediction file name.

Confirm =

EQ- Do you want to export active experiment?

Figure 159 Confirm dialog box

a Review the folder and file name of the exported MPP project in the Export Exper-
iment dialog box.

b Click OK. The project and experiment(s) are exported to the same location you
saved your prediction model as shown in Figure 161 on page 140.

Expart Experiment =

0 Experiment successfully exported to CiiassHunter\Data\Class_Prediction_Data\Prediction Model - Training.scp_experiment.tar

Figure 160 Export Experiment dialog box

Marne

Class_Prediction_2l_Data
Recursive_All Dsta
Training_Sample_Data
Yalidation_Sample_Dsta

| Prediction Model - Training.scp

3 Prediction Madel - Training.scp_experiment.tar

Figure 161 Folder containing example class prediction model and project
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Validate your prediction

model

1. Launch Run Prediction
from file in the Workflow
Browser.

2. Select your prediction
model in Run Prediction
(Step 1 of 4).

3. Select the validation data
to import in Run Prediction
(Step 2 of 4).

Valida

te your prediction model

Validating your prediction model begins with the assumption that you have created a
satisfactory prediction model and exported the model to a prediction model file.
Before using your model to classify new data, the next step is to validate the model
using the validation data set aside in the section “Import and organize your recur-
sive data” on page 125. If you did not perform a recursive feature finding, use the
validation data set aside in section “Next step...” on page 66.

Click Run Prediction from file in the Workflow Browser.

The Run Prediction from file wizard has four (4) steps and involves additional dia-
log boxes to open the validation data files and reorder the samples. A flow chart
of validating your class prediction model using Run Prediction from file is shown

in Figure 162.

Run Prediction from file

Select Model
(10f4)

Select Samples
(2 of 4)

W

External Scalar
(3of4)

Prediction Results
(4 of 4)

M

Figure 162 Flow chart of the Run Prediction from file wizard

a Select the prediction model to export. The prediction model is highlighted when

selected.

b Click Next.

@, Run Prediction (Step 1 of 41

[£x3)

Select Model

Class Prediction allows for the prediction of a candition (phenotype, treatmert etc. ) of a sample based on the expression
values of a set of predictor enbities in a kraining set. Chaose the modsl to run dass prediction.

Lookin: | Class_Prediction_Data

- #eEE

Class_Prediction_All_Data
e Recursive_all_Data

Recent Tkems

Desktap

Training_Sample_Data

Walidation_Sample_Data
& Prediction Model - Training.scp

My Documents

LY

Computer

@

Metwork

File name: Prediction Model - Training scp

Files of tvpe:  podel Fle (* 5cp)

| Help

<< Back Mest =2 Finish

Cancel

Figure 163 Select Model page (Run Prediction (Step 1 of 4))

a Click Select Data Files.

b Select the validation data files to open.

Note: Orderly naming of the data files with respect to the parameters related to
the independent variables helps you make sure that all of the data is selected.
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3, Run Prediction [Step 2 of 4 ==
Select Samples
Class prediction il be performed on the samples selected.
o0 Selected files and samples © Open : : =
Lookin: Validation_Sample_Daka - 2 rBEE
=
e
Recent Itemns
Desktap

E
My DoCuments

Computer
A
i! File name: “D13B.cef" "D246,cef" "DZB, cef" "DISE.caf"
Select Data Files Select| Metwork " r
Fies of tyoe: wassuntercual - Combined (CEF) .
[] Replicate Samples
| <] [amon ] [ oo | [Lome)

Figure 164 Selection of the validation CEF files from MassHunter Qualitative Analy-
sis

d Click Reorder to arrange the file list different from alphabetical order.

You can arrange the files, for example, in the same order of your original sample
grouping (classifications) described in section “Review and order the selected
files that are imported in the MS Experiment Creation Wizard (Step 5 of 11).” on
page 73.

e Click the Up g or Down Ql buttons to reorder the selected sample or samples.

f Click OK.
g Click Next.

@, Run Prediction (Step 2 of 4 =

Select Samples
Class prediction will be performed on the samples selected,

Type Selected files and samples
E] D1 3B.cef
D24B.cef
5] D26 cef
ID3ZE.cef @, Rearder Samples =

Samples

[TSeiect GataFiles | [ Select Samples | [ Reorder | [ Remove
[] Replicate Samples
| (Lestack | [Lueon ] [ o | [Lcamel ]

Figure 165 Selected sample files in the Reorder Samples dialog box are initially
arranged in alphabetical order. This order is not necessarily the experimental order.
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4. Select whether to
normalize the data in Run
Prediction (Step 3 of 4).

9. Review the prediction
results in Run Prediction
(Step 4 of 4).

Validate your prediction model

€}, Run Prediction [Step 2 of & =

Select Samples
Class prediction will be: performed on the samples selscted,

Type Selected files and samples
D26, cef
D13B.cef

D24B.cef
D3sE.cef

(I I | (I | (e

Select Data Files | [ Select Samples | [“Reorder | | Remove

Replcate Samples

| Help

‘ <4 Back H et 33 ‘ Errish ‘ Cancel ‘

Figure 166 Select Samples page (Run Prediction (Step 2 of 4))

Normalizing the data reduces the variability caused by sample preparation and
instrument response. You can use manually set external scaling value for each sam-
ple file. No scalar is used for this example class prediction model.

a Clear the Use External Scalar check box.

b Click Next. Your class prediction model is immediately run to classify the valida-
tion data files. A Progress dialog box is displayed during the classification
(Figure 168).

€}, Run Prediction [Step 3 of & =
External Scalar
The compounds associated with each sample can be optionally nomalized to an external scalar. An external scalar may bs
added to each sample to minimize variabiity caused by individusl instrument measurements o sample preparation.,
Use External Scalar
Samples Scale To Value

D2 B 10
D13B 1.0
D2 4B 1.0
D35E 1.0

Help \ <2 Back \ [iext =5 | | Einish \ Cancel \

Figure 167 External Scalar page (Run Prediction (Step 3 of 4))

Progress
Running prediction for 1 of 4 samples.

Cancel

Figure 168 Progress dialog box

a Review the results of applying your class prediction model to the validation data
files. The validation data files were not used to create your prediction model but,
in this example, were collected experimentally at the same time as the training
data files.

b Mark the Generate Report check box. This saves the results of running the class
prediction model on the validation data files in PDF format.

¢ Type a meaningful file name for the PDF report in Select file to export. By default
the report is saved in the same folder with the validation data files and the file
name is the first sample name.

d Click Finish. A Progress dialog box is displayed while the report is generated.
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6. Review the saved report.

Validate your prediction model

@, Run Prediction (Step 4 of 4]

Prediction Results
Prediction results are shown below,

Sample Name Predicted Confidence Measure
D28 [Control] 0.843
D138 [War A 0.853
Dz4B [var BR] 0.616]
D358 [var CM] 0.521]

Generate Report

Select file to export |"\DiatalClass_Prediction_Data\Validation_Sample_DatalResuks.p

Figure 169 Prediction Results page (Run Prediction (Step 4 of 4))

Progress
Generating report
| -

Cancel

Figure 170 Progress dialog box

Open the saved report using an appropriate program that can open and view PDF
files. The first page (Figure 171) of the report contains the results of the prediction
model applied to your validation data files. The subsequent pages contain PCA
Score plots for each sample file placed with the training PCA Scores. Figure 172 on
page 145 shows an example page for a validation data file.

SAMPLES PREDICTION REPORT

Model Information:

Prediction Model Name

Training Differential Analysis

Project
Prediction Algorithm

Class prediction differential analysis
Partial Least Squares Discrimination

Entity List Fold change >= 2.0 (706)
Entities in Modsl 706
Interpretation Classification (Non-averaged)

Creation Date

Mon Aug 11 10:25:06 MDT 2014

Class Labels

[Control, Var AW Var BR,Var CN]

Maodel Accuracy 1.0
ISTD Normalization NOT USED
Model Creator Owner
Sample Information:
Sample File Name File Path Sample Name External
No. Standard
1 DZ2B D2B
2 D13B D138
3 D24B D24B
4 D358 D358
Sample Prediction Result:
Sample Predicted Confidence
Measure
D2e Control 0.8427236
D138 Var AW 0.8534533
D24B Var BR 0.6162823
D358 Var CN 0.52051705

Figure 171 First page of the PDF prediction report for the example validation data

files
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PCA Score plots for P
C:\MassHunter\Data\Class_Prediction_Data\Validation_Sample_Data\D24B.cef : D24B

10, ‘“-
£
% 500
I
£
£, o,
=
8 [ T

= Legend - PCA Score Plat

Colar by Samples
-4000 -3000 -2000 -1000 o 1000 2000 . [mutS e
Component L (54.45%)
W ModelSample

o 0* Shape by ClassLabels
2 W [Contral]
=
o200
- A [varAw]
5
2
g o=
2 @ [Varer]
o .

I i
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E Y
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-
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.
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=500 o 500 1000

Component 2 (15.47%)

Figure 172 Example sample PCA Score plot from the PDF prediction report
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Recreate your prediction
model using recursion

Create the prediction model
entity list

Recreate your prediction model using recursion

This is another opportunity during the class prediction workflow to perform a recur-
sive feature finding in your sample data files. Recursive feature finding at this step
uses the features (entities) in your class prediction model as the targeted list of fea-
tures. If you performed recursive feature finding after your initial differential analysis
you do not need to perform recursive feature finding again. If you did not perform a
recursive feature finding after your initial differential analysis, export the features
from your class prediction model for recursive feature finding.

By using the entity list containing the class prediction model features to perform a
targeted feature finding, you improve the statistical accuracy (measure of confi-
dence) of your differential analysis and improve the accuracy of your subsequent
class prediction model.

Combined with collecting replicate samples in your experiment, recursive feature
finding improves the statistical accuracy (confidence) of your analysis and reduces
the potential for obtaining a false positive or a false negative answer to your hypoth-
esis and sample classification. For an overview of finding features recursively, see
“Review recursive feature finding” on page 34.

If you are unsure whether to perform recursive feature finding, review “Decide
whether or not to perform recursive feature finding” on page 99.

Export the features that are used by your class prediction model. These prediction
model features are used to perform targeted feature finding from the original data
files.

a Right-click the prediction model in the Experiment Navigator.

b Click Expand as Entity List. The entity list is automatically created and placed in
the Experiment Navigator with the same name as the class prediction model.

i Training Differential Analysis -tz
-] Samples
=14 Interpratations
Sl Al Samples
-{li Classification (Non-averaged)
- Q] Qlassification
24 Analysis
=[] All Entities
=[] Fiered on Flags {accCalls=[F, M), fikerCondtion=[samples, [2]]}
=[] Filkered by Frequency ['conditions’, [100.0, 1]]
B[] Oneway ANOVA, p<0.05
&-[= Fold change == 2.0
* 24 Up - FC ([war AW] vs [Control])
=1 DOWN - FC ([ar Aw] vs [Control])
[Z UP - FC ([war BR] vs [Contral])
£ [Z1] DOWIN - FC ([War BR] vs [Control])
£ [2] UP - FC{[War O] ws [Contral])
i) DOYIN - FC ([var €] vs [Cantral]y
& raining - PLSD model on Ci an (1
R Training - PLSD model on Cl 0 Inspect Model
Expand as Entity List

Export Madel

Global Lists
-] My Lists

Remove Model

Copy
Delete Model

Figure 173 Expand as Entity list

¢ Click Export for Recursion in the Workflow Browser and follow the steps in sec-
tion “Export the entity list for recursion” on page 101 using the prediction model
entity list in place of the filtered by frequency entity list.

146



Build your class prediction model

Rebuild your prediction
model using recursive
feature finding

Next Step...

Recreate your prediction model using recursion

During recursive feature finding you export the features used by your class predic-
tion model as a targeted list of features for finding in your original sample data files.
This step improves the quality of finding the features in the original sample files; tar-
geted feature finding focuses on finding a specific set of features with less empha-
sis on feature strength.

Substituting the prediction model entity list as the list of targeted features, you
repeat the same set of steps described in section “Perform a recursive feature
finding” on page 99. The key steps for Qualitative Analysis are:

Create a method to Find Compounds by Formula (FbF) in Qualitative Analysis.
“Recursive feature finding using Qualitative Analysis” on page 102
“Create a method to Find Compounds by Formula” on page 102

“Save your Find Compounds by Formula method” on page 114

“Set the Export CEF Options” on page 114

5. “Enable the method to run in MassHunter DA Reprocessor” on page 115

A\

Confirm your FbF method using a single sample data file.
6. “Confirm the FbF method on a single data file” on page 116

Recursively find compounds in the entire sample data set using DA Reprocessor.
7. “Find compounds using DA Reprocessor” on page 117

Recreate your project experiment, filters, and differential analysis in MPP.

8. “Import and organize your recursive data” on page 125

9. “Recreate your differential analysis using the recursive features” on page 125
10. “Save the project containing your recursive analysis” on page 126

Rebuild and validate your class prediction model in MPP.
11. “Build your prediction model” on page 128

12. “Export your prediction model” on page 139

13. “Validate your prediction model” on page 141

If you are using Profinder refer to “Recursive feature finding using MassHunter
Profinder” on page 117.

Your class prediction model is now ready to classify new samples.

You have now completed the fourth step of the class prediction workflow. In the next
workflow step you apply your prediction model using Mass Profiler Professional and
Sample Class Predictor.
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Your prediction model can be used to predict functional classes like dis-
eases and conditions from abundance profile of the entities in your sam-

ple data.

Quelitative Analysis
or Profinder

I

Qualitative Analys
or Profinder

Qassify
your samples

Qassify your sample
data files using
MPP or SCP

Select your prediction
model file

Select the feature files to
process (CE-files)

Predicted sample
classifications

Qassify your
acquisition data
using SCP

Select your prediction
model file

Run data acquisition

Predicted sample
classifications




Classify your samples

Overview of classifying
new samples

Overview of classifying new samples

Classifying new samples begins with the assumption that you have created a satis-
factory prediction model using your training data, validated the prediction model
using your validation data set, and exported your prediction model to use the model
with Mass Profiler Professional and Sample Class Predictor. MPP and SCP are sepa-
rately licensed programs. You can only use SCP with a valid Sample Class Predictor
OrderlID.

New sample data files are classified using Mass Profiler Professional or Sample
Class Predictor. Both software packages can classify individual or multiple sample
data files that were previously acquired. Sample Class Predictor can be integrated
with your acquisition software to automate classification of new samples as part of
your acquisition method. Class prediction integrated with acquisition adds a means
to perform real-time sample quality assurance and control to your acquisition
method. During acquisition, your class prediction model is a targeted analysis that is
applied to your sample data files.

Sample Class Predictor interfaces with both ChemStation and MassHunter acquisi-
tion software:

* With ChemStation, Sample Class Prediction runs within acquisition.

+  With MassHunter, Sample Class Prediction is run using MPP.

The supported data file types are AMDIS, ChemStation, MassHunter, GC Scan, and
Generic. For class prediction on an AMDIS data source, both the FIN and corre-
sponding ELU file must be present in the same working directory.

Samples must be from the same data source as those with which the prediction
model was created, but the data does not need to be from the same technology.
When class prediction is run from a file, SCP and MPP use the alignment values
included in the prediction model file to perform alignments on the features in the
new data.
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Classify your sample
data files

MPP - Run Prediction

1. Launch Run Prediction in
the Workflow Browser.

2. Select your prediction
model in Run Prediction
(Step 1 of 3).

Classify your sample data files

Three ways are available to classify new sample data files that have previously been
acquired:

1. MPP - Run Prediction: Classify samples that are part of an experiment but
were not part of building or validating the prediction model. This classification
is described below in “MPP - Run Prediction”.

2. MPP - Run Prediction from File: Classify samples that reside in a folder on
your computer or on a network drive. This classification is described in “MPP -
Run Prediction from File” on page 152.

3. SCP - Project > Run Prediction: Classify samples that reside in a folder on
your computer or on a network drive using the same Run Prediction from File
wizard used by MPP. SCP is a separately licensed program. This classification
is described in “SCP - Project > Run Prediction” on page 153.

Classify samples that are part of an experiment but were not part of building or vali-
dating the prediction model. Run Prediction classifies all of the samples in the cur-
rent experiment. Run Prediction can be used to generate a PDF report for your
training data files.

Click Run Prediction in the Workflow Browser.

The Run Prediction wizard has three (3) steps. A flow chart of classifying new
sample using Run Prediction is shown in Figure 174.

Run Prediction
Select Model External Scalar Prediction Results
(10f3) (20f3) (30f3)

Figure 174 Flow chart of the Run Prediction wizard

a Select the prediction model to export. The prediction model is highlighted when
selected.

3, Run Prediction [Step 1 of 3] ==
Select Model
Class Prediction allows for the prediction of @ condition (phenotype, treatment etc. of a sample based on the expression values of a set of predictor entities ina
training set. Choose the class prediction model using which samples can be predicted.
Name [ Creation Date [ a Technology | Project Name | Experiment Name

Training - PLSD model on Classifi... [Mon Aug 11 10:25:06 ... MassHunterQualIDENTIF...Class prediction differen... [Training Differential Anal

Displaying results from 1to 1 of 1. Showingpage | (0 [t @ o1

| Help <= Back Next >> Einish Cancel

Figure 175 Select Model page (Run Prediction (Step 1 of 3))
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3. Select whether to Normalizing the data reduces the variability caused by sample preparation and
normalize the data in Run instrument response. You can use manually set external scaling value for each sam-
Prediction (Step 2 of 3) ple file. No scalar is used for this example class prediction model.

a Clear the Use External Scalar check box.

b Click Next. Your class prediction model is immediately run to classify the valida-
tion data files and a progress bar is displayed.

@, Run Prediction (Step 2 of 3] =
External Scalar

The compounds associated with each sample can be optionally normalized to an external scalar. An external scalar may be

added to each sample to minimize variability caused by individual instrument measurements or sample preparation,
[] Use External Scalar

Samples Scale To Value

D18 10|«
D38 10
D4| 0
D5 0
De| o
D7l ]
DSE 10
D98 1.0]
[RERT 10

Help | <2 Back | [iext =5 | | Einish { Cancel |

Figure 176 External Scalar page (Run Prediction (Step 2 of 3))

4. Review the prediction a Review the results of applying your class prediction model to the sample data
results in Run Prediction files.
(Step 3 of 3). b Mark the Generate Report check box. This saves the results of running the class

prediction model on the sample data files in PDF format.

¢ Type a meaningful file name for the PDF report in Select file to export. By default
the report is saved in the same folder with the validation data files and the file
name is the first sample name.

d Click Finish. A Progress dialog box is displayed while the report is generated.

@, Run Prediction (Step 3 of 3) =
Prediction Results
Prediction results are shown below,
Sample Name Predicted Confidence Measure

D1E [Control] 0.844| «
DzE [Contral] 0.873
D4B Control] 0.794)
DSE Control] 0.838]
D5B Control] 0.872
C7B Control] 0.790| _

Generate Report

Select file to export |9\Class_Prediction_Data|Training_Sample_Data|RunPrediction_Results.pdf [ Erowse

| Help << Back Dext >> Einish Cancel

Figure 177 Prediction Results page (Run Prediction (Step 3 of 3))

MPP - Run Prediction from Classify samples that reside in a folder on your computer or on a network drive.
File

This operation was used when you validated your class prediction model. For a com-
plete set of steps for this operation, see “Validate your prediction model” on

page 141.
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SCP - Project > Run
Prediction

1. Launch Sample Class Pre-
dictor.

2. Launch Run Prediction.

3. Select your prediction
model in Run Prediction
(Step 1 of 4).

4. Select the validation data
to import in Run Prediction

(Step 2 of 4).

Classify your sample data files

Classify samples that reside in a folder on your computer or on a network drive using
the same Run Prediction from File wizard used by MPP. SCP is a separately
licensed program.

Double-click the Sample Class Predictor icon located on the desktop,
or click Start > All Programs > Agilent > SampleClassPredictor > Sample Class
Predictor.

Click Project > Run Prediction.

The Run Prediction wizard has four (4) steps that are identical to the same four
steps used by Run Prediction from file used by MPP. A flow chart of Run Predic-
tion from within SCP is shown in Figure 178.

SCP - Project > Run Prediction

Select Model Select Samples External Scalar Prediction Results
(10f4) (2 of4) (30f4) (4 of 4)

Figure 178 Flow chart of the Run Prediction within SCP

a Select the prediction model. The prediction model is highlighted when selected.

b Click Next.

3, Run Prediction [Step 1 of 4 ==
Select Model

Class Frediction allows for the prediction of & condltion (phenatype, treatment stc.) of & sample based on the expression
values of a set of predictor entities in a kraining set, Choose the madel to run dlass prediction.

Look in: Class_Prediction_Data > ¥ n =2

Class_Prediction_All_Data
b Recursive_All_Data
Training_Sample_Data
validation_Sample_Data
& Frediction Madel - Training.scp

Recent Items

Desktop

ty Documents

1A

Computer

o
(I! File game:  |Prediction Model - Training scp

Metork s of type: [ vindel il (*scp) =

| Help <« Back Bext = Einish Cancel

Figure 179 Select Model page (Run Prediction (Step 1 of 4))

a Click Select Data Files.

b Select the sample data files to open.
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Classify your samples

5. Select whether to
normalize the data in Run
Prediction (Step 3 of 4).

Classify your sample data files

Note: Orderly naming of the data files with respect to the parameters related to
the independent variables helps you make sure that all of the data is selected.

¢ Click Open.

d Click Reorder to arrange the file list different from alphabetical order.

You can arrange the files, for example, in the same order of your original sample
grouping (classifications) described in section “Review and order the selected
files that are imported in the MS Experiment Creation Wizard (Step 5 of 11).” on
page 73.

e Click the Up g or Down QI buttons to reorder the selected sample or samples.

f Click OK.
g Click Next.

@, Run Prediction [Step 2 of 4 =

Select Samples

Class prediction wil be performed on the samples selected.

Type Selected files and samples

ID10B.cef -

D11B.cef
D12B.cef

D14B.cef
D15B.cef

DSE. cef
D21B.cef | |DeB.cof

D22B.cef | [D7B.cef ‘
boas.cef | P00 ~
[D25B.cef

D26B.cof
D27B.cef
D28B.cef
D298 cf
(D30B.cef

D16B.cef | | Reorder Samples

D17B.cef

D18 cef E
D196.cof| Samples

biacer | BB S ——
e ‘ o ‘

(¢]

e

D31B.cef
D32B.cef
D336.cef b

Select Data Files Reorder Remove

| | (e | (e | (A || (| | O | (A | (| | (e

[] Replicate Samples

‘ [ el [ ssBack | [ Next>»> ][ Finish | [ Cancel |

Figure 180 Select Samples page (Run Prediction (Step 2 of 4))

Normalizing the data reduces the variability caused by sample preparation and
instrument response. You can use manually set external scaling value for each sam-
ple file. No scalar is used for this example class prediction model.

a Clear the Use External Scalar check box.

b Click Next. Your class prediction model is immediately run to classify the sample

data files. A Progress dialog box is displayed during the classification.
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Classify your samples

6. Review the prediction
results in Run Prediction
(Step 4 of 4).

7. Review the saved report.

Classify your sample data files

€}, Run Prediction [Step 2 of & =

Select Samples
Class prediction will be: performed on the samples selscted,

Type Selected files and samples
ID1B.cef P
ID2B.cef
D38, cef
ID4B.cef
D58, cef

m

DB, cef
D76, cef
D86 cef
Dag.cef
IDLOB.cef

T (| (| |

Remove

Select DataFiles | [

[] Replicate Samples

| [2rek ] [ooe ] [ £t | [come )

Figure 181 External Scalar page (Run Prediction (Step 3 of 4))

a Review the results of applying your class prediction model to the sample data
files.

b Mark the Generate Report check box. This saves the results of running the class
prediction model on the sample data files in PDF format.

¢ Type a meaningful file name for the PDF report in Select file to export. By default
the report is saved in the same folder with the sample data files and the file name
is the first sample name.

@, Run Prediction (Step 4 of 4 =

Prediction Results
Prediction results are shown below,

Sample Name Predicted Confidence Measure

D1E [Contral] 0.844] »
D2B Control 0843
D3B Control 0.873] =

4 Control 0.794

5 Control 0.836]

5l Control 0.872

7| Control 0.790]
DEEB [Contral] 0.876]
D9B Contral] 0.808;
D108 Cantrol] 0.880]
D118 Var Al 0.803
D128 [Var Al 0738«

Generate Report

Select fle o export | stalClass_Prediction_Data\Reecursive_All_Data\SCP_Results pof [ EfGise..

Figure 182 Prediction Results page (Run Prediction (Step 4 of 4))

d Click Finish. A Progress dialog box is displayed while the report is generated.

Open the saved report using an appropriate program that can open and view PDF
files. The first page (Figure 171 on page 144) of the report contains the results of the
prediction model applied to your sample data files. The subsequent pages contain
PCA Score plots for each sample file placed with the training PCA Scores. Figure 172
on page 145 shows an example page for a sample data file.
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Classify your samples

Classify your acquisition
data

1. Launch Acquisition.
2. View the Method Editor

window and SCP tab.

3. Setup automated class
prediction.

Classify your acquisition data

Sample Class Predictor interfaces directly with ChemStation and MassHunter acqui-
sition applications. During acquisition, your class prediction model is a targeted
analysis that is applied to your sample data files as an automated classification tool.

Sample Class Predictor can run models on data acquired and processed in Agilent
MassHunter or Agilent OpenLAB ChemStation Edition. The supported data file types
are AMDIS, ChemStation, MassHunter, GC Scan and Generic. For Prediction on
AMDIS data sources, both the FIN and corresponding ELU file should be present in
the same working directory.

Samples must be from the same data source as those the model was built on. But
they do not need to be from the same technology. When a prediction is run from a
data file during acquisition, the targeted feature extraction uses the alignment val-
ues included in the file to perform alignments on entities in the new data.

Start your MassHunter or ChemStation data acquisition software.

The following example is for MassHunter Workstation Data Acquisition.

a Click View > Method Editor to display the method editor window.

b Click on the tab for the Method Editor window in the Method Editor if the Method
Editor window is not active. The tab for the Method Editor is arranged with the
tabs for Worklist and Sample Run at the bottom of the Method Editor.

¢ Click the DA tab.
d Click on the SCP tab within the DA tab (see Figure 183).

a Mark Automatic Class Prediction in the SCP tab in the Method Editor.

When Automatic Class Prediction is marked you must enter an analysis method
and sample class prediction model (see Figure 183).

i Method Editor

017 b W [ || defautm ~| |« Apply |G
Properties DA Q-TOF

Qual | Quant| SCP

V| Automated Class Prediction

Analysis Method
@ Invoke Qual analysis method
Invoke Quant analysis method
DA Method (m), Q]
Sample Class Prediction
Mode! File (.SCP): 9.
Print to default printer V| Print to POF
Sample Defaults
Extemal Scalar Report Confidence Cutoff

10 0.30

Figure 183 SCP tab immediately after marking Automated Class Prediction

b Click Invoke Qual analysis method to enable SCP to operate with the Qualitative
Analysis Find Compounds by Formula that you used to perform a recursive feature
finding (see “Recursive feature finding using Qualitative Analysis” on page 102).
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Classify your samples

4. (Optional) Test your SCP
setup using a worklist.

Classify your acquisition data

¢ Click Open in the Open Qual/Quant Method dialog box.

d Browse to select your Model File (SCP) to apply on your acquired sample data.

e Click Open in the Open SCP Model File dialog box.

] Open SCP Model File ==
Look in Class_Prediction - @Fem-
. Name - Date modified Type
L [ Prediction Model - Training.scp 8/11/201410:32 AM  Text Docu
Recent Places
Desktop
—a
Libraries
Computer
- « i v
w : :
Mo Plemame Prediction Model - Training.scp -
etworl
Files of type: Model files (*scp) - [ cancel |
Help

Figure 184 Open SCP Model File dialog box

f Mark Print to PDF to save your class prediction results to a file. You can review
and print the results after your acquisition has ended.

g Type an appropriate value for External Scalar.

h Type an appropriate value for Report Confidence Cutoff.

i Method Editor

O) v e W | B |[defouitm

-]« apply G

Properties DA Q-TOF
Qual | Quant| SCP
| Automated Class Prediction
Analysis Method
@ Involee Qual analysis method
Invoke Quant analysis method

DA Method (m): C:AMassHunter\Methods*\B.06.00"Class_Prediction_WFG.m

Sample Class Prediction

Model File {.SCP); C:AMassHunter\Data\Class_Prediction’\Prediction Model - Training scp

Print to default printer | Print to PDF
Sample Defaults
BExtemal Scalar Report Corfidence Cutoff
1.0 0.30

(o)

=

Figure 185 SCP tab with proper parameters for the example class prediction model

a Click on the tab for the Worklist window at the bottom of the Method Editor.

b Create a worklist to process one of more of your original sample data files.

i Worklist
ODrdi » B D)
2 Method Data File Sample Type Method Type
1 » |SCP_Testm Ci\MassHunterDatalSCP_TestD18.d Sarnple tdethod Mo Override
2 v |SCP_Testm CAMassHuntenDataySCPE_Test\D11B.d Sarnple tdethod Mo Override
3 v |BCP_Testm CAMassHunterDataySCP_Test\D21B.d Sample tethod Mo Owverride
4 v |SCP_Testm Ci\MassHunterDataySCP_Test\D31B.d Sarnple tdethod Mo Override

Figure 186 Example workflow for class prediction
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Classify your samples

Conclusion

Classify your acquisition data

¢ Click Worklist > Worklist Run Parameters to edit the worklist run parameters.

d Select DA Only for Part of the method to run.
e Click OK.

Worklist Run Parameters

Page 1! 1 Page2 ]

Operator Information
Operator name:
Fiun Infarmation
Fun Type: Standard Start - ig‘;ﬁﬂ;ﬁ;ﬂfr‘g‘&_ Synchranous -
Part of methad ta [Boih scquision and D2 | W Stop warklist on DA error
n:
Method Paths
Method: |C:AMassHuntervmethods
Overide DA [C:AMassHuntermethods
Data File
Fath ‘C.\M assHunter\data\SCP_Test
Seripts
I~ Pre-worklist |
I~ Post-worklist |

Acquisition
r cleanup ‘ J
[~ Post-analysiz I
Disk Information
Free Disk 10 [Ghytes)  Available 28.62 [Ghytes)
Threshold: Diskspace:
Fun Settings

: wait Time for 10 [mir)

v Owerlapped Injection Fioady
W Clear zample selection after run

[al Cancel

Figure 187 Worklist Run Parameters - Page 1

f Click Worklist > Run to run the worklist and

verify operation of automated SCP.

You have now completed the class prediction workflow.
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Prepare for class

prediction

Prepare your
experiment design

Select training and
validation data sets

Identify a class
prediction algorithm

Review the class
prediction model
creation process

Decide whether to
find features using
recursion

Apply your class
prediction using
MPP and SCP

Find the features in
your samples

Create a method to Find
Compounds by
Molecular Feature (MFE)

Confirm your MFE
method using a single
sample data file

Find compounds in the
entire sample data set
using DA Reprocessor

Qualitative Analysis
or Rrofinder

Profinder

Create and run a Batch
Molecular Feature
Bxtraction method

Profinder

Find features recursively
using Batch Targeted
Feature Bxtraction

This chapter consists of definitions and references. The definitions section
includes a list of terms and their definitions as used in this workflow. The refer-
ences section includes citations to Agilent publications that help you use Agi-
lent products and perform class prediction analyses.

Flter and analyze

the sample features

Qreate a new project
and experiment

Import & organize all of
your sample data - add
classifications

Filter, align, and
normalize the features

Perform a differential
analysis Analysis:
Significance Testing and
Fold Change Wizard

Review the PCA
results and adjust your
filter parameters

Qual.
Find features recursively
using Find Compounds
by Formula (FoP)

Qualitative Andlysis
or Profinder

Divide the sample data
(CEF-files) into training
and validation data sets

Recreate your differential
analysis using your
training sample data

Build your class prediction model

Build your
prediction model
using your training
sample data

Select an entity list,

interpretation, and class £ =

prediction algorithm

Build the prediction
model using
supervised learning

Review
the confusion matrix
and outputs

Qass prediction
model object

Export your
prediction model to
classify new sample
data using SCP

Select your class
prediction model

Prediction model file

Validate your
prediction model
using your validation
sample data

Select your validation
sample data and
prediction model file

Review
the classification
results

Export model results
for recursion

(Optional) And features
recursively and rebuild
your prediction model

Qass prediction
model ready to
classify new samples

Qassify
your samples

Qassify your sample
data files using
MPP or SCP

Select your prediction
model file

Select the feature files to
process (CE-files)

Predicted sample
classifications

Qassify your
acquisition data
using SCP

Select your prediction
model file

Run data acquisition

Predicted sample
classifications




Reference information

Definitions

Abundance profile

Algorithm

Alignment

AMDIS

Amino acid

ANOVA

Attribute

Attribute value

Baselining

Bayesian

Definitions

This section contains a list of terms and their definitions as used in this workflow.
Review of the terms and definitions presented in this section helps you understand
the software wizards and the class prediction workflow.

Relative or absolute signal intensities of the extracted compounds identified in your
sample derived from the chromatographic/mass spectral data.

Mathematical calculations and related parameters that are applied to sample data to
produce a result that may be used to represent or classify a sample.

Adjustment of the chromatographic retention time of eluting components to improve
the correlation among data sets, based on the elution of specific component(s) that
are (1) naturally present in each sample or (2) deliberately added to the sample
through spiking the sample with a known compound or set of compounds that does
not interfere with the sample.

Acronym for automated mass spectral deconvolution and identification system
developed by NIST (http://www.amdis.net).

Biologically significant molecules that contain a core carbon positioned between a
carboxyl and amine group in addition to an organic substituent. Dual carboxyl and
amine functionalities facilitate the formation of peptides and proteins.

Abbreviation for analysis of variance which is a statistical method that simultane-
ously compares the means between two or more attributes or parameters of a data
set. ANOVA is used to determine if a statistical difference exists between the means
of two or more data sets and thereby prove or disprove the hypothesis. See also t-
Test.

Another term for an independent variable. Referred to as a parameter and is
assigned a parameter name during the various steps of the metabolomic data analy-
sis.

Another term for one of several values within an attribute for which exist correlating
samples. Referred to as a condition or a parameter value and given an assigned
value during the various steps of the metabolomic data analysis.

A technique used to view and compare data that involves converting the original
data values to values that are expressed as changes relative to a calculated statisti-
cal value derived from the data. The calculated statistical value is referred to as the
baseline.

A term used to refer to statistical techniques named after the Reverend Thomas
Bayes (ca. 1702 - 1761).
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Reference information

Bayesian inference

Bioinformatics

Biomarker

Carbohydrate

CEF file

Cell

Census

Cheminformatics

Chemometrics

Child

Class

Definitions

The use of statistical reasoning, instead of direct facts, to calculate the probability
that a hypothesis may be true. Also known as Bayesian statistics.

The use of computers, statistics, and informational techniques to increase the
understanding of biological processes.

An organic molecule whose presence and concentration in a biological sample indi-
cates a normal or altered function of higher level biological activity.

An organic molecule consisting entirely of carbon, hydrogen, and oxygen that is
important to living organisms.

A binary file format called a compound exchange file (CEF) that is used to exchange
data between Agilent software. In the class prediction and metabolomics workflows
CEF files are used to share molecular features between MassHunter Qualitative
Analysis and Mass Profiler Professional.

The fundamental unit of an organism consisting of several sets of hiochemical func-
tions within an enclosing membrane. Animals and plants are made of one or more
cells that combine to form tissues and perform living functions.

Collection of a sample from every member of a population.

The use of computers and informational techniques (such as analysis, classification,
manipulation, storage, and retrieval) to analyze and solve problems in the field of
chemistry.

A science employing mathematical and analytical processes to extract information
from chemical data sets. The processes involve interactive applications of tech-
niques employed in disciplines such as multivariate statistics, applied mathematics,
and computer science to obtain meaningful information from complex data sets.
Chemometrics is typically used to obtain meaningful information from data derived
from chemistry, biochemistry and chemical engineering. Mass Profiler Professional
is designed to employ chemometrics processes to GC/MS and LC/MS data sets to
obtain useful information.

A subset of information that is created by an algorithm from an original set of infor-
mation. An entity list created using Mass Profiler Professional is a child. An original
entity list is referred to as the parent of one or more child entity lists.

A grouping of samples organized for a study based on having a similar or identical
likeness such as origin, condition (age, disease, treatment, extraction procedure), or
another trait that is relevant to an experiment.
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Class prediction

Classification

Classify

Co-elution

Complex

Composite spectrum

Compound

Condition

Confusion matrix

Data

Data processing

Definitions

Steps employed using Mass Profiler Professional and Sample Class Predictor to
classify samples from mass spectrometry data. Class prediction is a supervised
learning method that involves three steps: build your model using known samples,
validate your model using known samples that were not used during the model cre-
ation, and apply your prediction model to samples with unknown class membership.

The process of assigning a class membership to a sample.

Assign class membership to a sample.

When compounds elute from a chromatographic column at nominally the same time
making the assignment of the observed ions to each compound difficult.

Class of compounds consisting of two or more proteins that physically bind each
other. Their combined form is biologically active and stable.

A compound spectrum generated to represent the molecular feature that includes
more than one ion, isotope, or adduct (not just M + H) and is used by Mass Profiler
Professional for recursive analysis and ID Browser.

A metabolite that may be individually referred to as a compound, descriptor, ele-
ment, entity, feature, or metabolite during the various steps presented during various
workflows used by MPP.

Another term for one of several values within a parameter for which exist correlating
samples. Condition may also be referred to as a parameter value during the various
steps of the metabolomic data analysis. See also attribute value.

A data table used to assess the ability of a prediction model to correctly predict the
classification of validation sample data. The rows of the table represent the actual
classification of the validation samples and the columns of the table represent the
predicted classifications. For validation algorithm outputs, the results show a cumu-
lative Confusion Matrix, which is the sum of confusion matrices for individual runs
of the learning algorithm. For training algorithm outputs, the Confusion Matrix is the
result of applying the prediction model to the training sample data.

Information that represents in a form suitable for storing and processing by a com-
puter the qualitative or quantitative attributes of a subject. Examples include GC/MS
and LC/MS data consisting fundamentally of time, ion m/z, and ion abundance from
a chemical sample.

Conversion of data into meaningful information. Computers are employed to enable
rapid recording and handling of large amounts of data, i.e., MassHunter Workstation
and Mass Profiler Professional.
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Data reduction

Deconvolution

Dependent variable

Determinate

Element

Endogenous

Entity

Entity list

Environment

Enzyme

Experiment

Externality

Definitions

See reduction.

The technique of reconstructing individual mass and mass spectral data from co-
eluting compounds.

An element in a data set that can only be observed as a result of the influence from
the variation of an independent variable. For example, a pharmaceutical compound
structure and quantity may be controlled as two independent variables while the
metabolite profile presents a host of small-molecule products that make up the
dependent variables of a study.

Having exact and definite limits on an analytical result that provides a conclusive
degree of correlation of the subject to the specimen.

A metabolite that may be individually referred to as a compound, molecular feature,
element, or entity during the various steps of the metabolomic data analysis.

Pertaining to cause, development, or origination from within an organism.

A compound that may be individually referred to as a descriptor, element, feature, or
metabolite during the various steps presented during various workflows used by
MPP.

The compounds (also referred to as elements, entities, or features) that satisfy the
parameters of an analysis specified by each experiment performed on your data.
Entity lists are viewed in the Experiment Navigator. When you create a prediction
model, an entity list provides the model with the features that you have previously
determined contribute the most change among your classifications.

The natural and/or controlled conditions that surround an organism as it lives and
operates.

Proteins acting as biocatalysts in a metabolomic reaction. These entities are particu-
larly important in depicting a biochemical network.

Data acquired in an attempt to understand causality where tests or analyses are
defined and performed on an organism to discover something that is not yet known,
to demonstrate as proof of something that is known, or to find out whether some-
thing is effective.

A quality, attribute, or state that originates and/or is established independently from
the specimen under evaluation.
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Extraction

Feature

Feature extraction

Feature selection

Filter

Filter by flag

Find minimal entities

Function

Functional classification

Genotype

Definitions

The process of retrieving a deliberate subset of data from a larger data set whereby
the subset of the data preserves the meaningful information, not the redundant and
less meaningful information. Also known as data extraction.

Independent, distinct characteristic of a phenomena and data under observation.
Features are an important part of the identification of patterns - pattern recognition -
within data whether processed by a human or by artificial intelligence, such as
MassHunter Workstation and Mass Profiler Professional. During the various work-
flows used by MPP a feature may be individually referred to as a compound, descrip-
tor, element, entity, or metabolite.

The reduction of data size and complexity through the removal of redundant and
non-specific data by using the important variables (features) associated with the
data. Careful feature extraction yields a smaller data set that is more easily pro-

cessed without any compromise in the information quality.

The identification of important, or non-important, variables and the variable relation-
ships in a data set using both analytical and a priori knowledge about the data.

The process of establishing criteria by which entities are removed (filtered) from fur-
ther analysis during the class prediction and metabolomics workflows.

A flag is a term used to denote a quality of an entity within a sample. A flag indi-
cates if the entity was detected in each sample as follows: Present means the entity
was detected, Absent means the entity was not detected, and Marginal means the
signal for the entity was saturated.

A machine learning technique that identifies the entities within a list that best dis-
tinguish the conditions within an interpretation. Find minimal entities is best applied
when a large number of features and a strong inter-correlations exists among the
entities within the conditions. The algorithms employed to identify the minimal enti-
ties that distinguish the conditions are identical to those used in supervised learning
within class prediction. An entity list created using find minimal entities is not rec-
ommended for use with class prediction to prevent the creation of an under-con-
strained prediction model unless the number of replicates is large and/or you
created the minimal entity list using the genetic algorithm.

Biological purpose or activity.

Classification of samples that relate to a particular biological action that is under
evaluation in your experiment.

The genetic makeup of an individual organism.
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Hypothesis

Hypothetical

ID Browser

Identified compound

Independent variable

Interpretation

Latent variables

Lipidomics

Membership

Definitions

A proposition made to explain certain facts and tentatively accepted to provide a
basis for further investigation. A proposed explanation for observable phenomena
may or may not be supported by the analytical data. Statistical data analysis is per-
formed to quantify the probability that the hypothesis is true. Also known as the sci-
entific hypothesis.

A statement based on, involving, or having the nature of a hypothesis for the pur-
poses of serving as an example and not necessarily based on an actuality.

Software that automatically annotates the entity list with the compound names and
adds them to any of the various visualization and pathway analysis tools.

Chromatographic components that have an assigned, exact identity, such as com-
pound name and molecular formula, based on prior assessment or comparison with
a database. See also Unidentified Compound.

An essential element, constituent, attribute, or quality in a data set that is deliber-
ately controlled in an experiment. For example, a pharmaceutical compound struc-
ture and quantity may be controlled as two independent variables while the
metabolite profile presents a host of independent small molecule products that
make up the dependent variables of a study. An independent variable may be
referred to as a parameter and is assigned a parameter name during the various
steps of the metabolomic data analysis.

An interpretation specifies how samples are related (grouped) into experimental
conditions for display and treatment by the analysis. Samples with the same param-
eter value are grouped into a single experimental condition. The “All Samples” inter-
pretation contains all of the samples used in the creation of the experiment. Custom
interpretations include only the samples that meet selected experimental conditions
(parameters) and their respective values (parameter values). When you create a pre-
diction model, an interpretation provides the model with the known classifications.

Variables in a mathematical model that are often not themselves observable or mea-
surable in an experiment (also referred to as hidden variables). Latent variables may
represent multiple physical or measurable characteristics of a sample that reduce
the dimensionality of the analysis and therefore help present a less complex repre-
sentation of the underlying relationships among classifications.

Identification and quantification of cellular lipids from an organism in a specified bio-
logical situation. The study of lipids is a subset of metabolomics.

A sample having known or identified attributes that make the sample part of a spe-
cific class.
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Mass variation

Mean

Metabolism

Metabolite

Metabolome

Metabolomics

Metabonomics

Model

NLP

Normalization

Definitions

Using the mass to charge (m/z) resolution to improve compound identification.
Compounds with nearly identical and identical chromatographic behavior are decon-
voluted by adjusting the m/z range for extracting ion chromatograms.

The numerical result of dividing the sum of the data values by the number of individ-
ual data observations.

The chemical reactions and physical processes whereby living organisms convert
ingested compounds into other compounds, structures, energy and waste.

Small organic molecules that are intermediate compounds and products produced
as part of metabolism. Metabolites are important modulators, substrates, byprod-
ucts, and building blocks of many different biological processes. In order to distin-
guish metabolites from larger biological molecules, known as macromolecules such
as proteins, DNA and others, metabolites are typically under 1000 Da. A metabolite
may be individually referred to as a compound, molecular feature, element, or entity
during the various steps of the metabolomic data analysis.

The complete set of small-molecule metabolites that may be found within a biologi-
cal sample. Small molecules are typically in the range of 50 to 600 Da.

The process of identification and quantification of all metabolites of an organism in
a specified biological situation. The study of the metabolites of an organism pres-
ents a chemical “fingerprint” of the organism under the specific situation. See Meta-
bonomics for the study of the change in the metabolites in response to externalities.

The metabolic response to externalities such as drugs, environmental factors, and
disease. The study of metabonomics by the medical community may lead to more
efficient drug discovery and to individualized patient treatment. Meaningful informa-
tion learned from the metabolite response can be used for clinical diagnostics or for
understanding the onset and progression of human diseases. See Metabolomics for
the identification and quantitation of metabolites.

A mathematical and statistical algorithm that produces a recommendation for the
sample class membership. A model can be transported from the software that gen-
erated the algorithm to software that can apply the algorithm to new samples.

Natural Language Processing (NLP) algorithm that extracts information from pub-
lished literature.

A technique used to adjust the ion intensity of mass spectral data from an absolute
value based on the signal measured at the detector to a relative intensity of 0 to 100
percent based on the signal of either (1) the ion of the greatest intensity or (2) a spe-
cific ion in the mass spectrum.
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Null hypothesis

Observation

One-hit wonder

Organism

Overfit

p-value

Parameter

Parameter value

Parent

Definitions

The default position taken by the hypothesis that no effect or correlation of the inde-
pendent variables exists with respect to the measurements taken from the samples.
An example null hypothesis: “No effect or correlation exits between a change in the
independent variables (e.g., treatment) and a change in the dependent variables
(e.g., metabolic profile).”

Data acquired in an attempt to understand causality where no ability exists to (1)
control how subjects are sampled and/or (2) control the exposure each sample
group receives.

An entity that appears in only one sample, is absent from the replicate samples, and
does not provide any utility for statistical analysis. Entities that are one-hit wonders
may be filtered using Filter by Flags.

A group of biochemical systems that function together as a whole thereby creating
an individual living entity, such as an animal, plant, or microorganism. Individual liv-
ing entities may be multicellular or unicellular. See also specimen.

A prediction model that is so complex that it has poor predictive performance and
can exaggerate meaning of minor variations in the sample data. For an independent
sample of validation data taken from the same population as the training data, the
prediction model typically does not fit the validation data as well as it fits the train-
ing data. Overfitting occurs more often when the size of the training data set is
small, or when the number of parameters in the model is large.

The probability of obtaining a statistical result that is comparable to or greater in
magnitude than the result that was actually observed, assuming that the null
hypothesis is true. The null hypothesis is stated that no correlation exists between
the independent variables and the measurements taken from the samples. Rejection
of the null hypothesis is typically made when the p-value is less than 0.05 or 0.01. A
p-value of 0.05 or 0.01 may be restated as a 5% or 1% chance of rejecting the null
hypothesis when it is true. When the null hypothesis is rejected, the result is said to
be statistically significant meaning that a correlation exists between the indepen-
dent variables and the measurements as specified in the hypothesis.

Another term for an independent variable. Referred to as a parameter or parameter
name and is assigned a parameter name during the various steps of the metabolo-
mic data analysis. See also condition and attribute.

Another term for one of several values within a parameter for which exist correlating
samples. Parameter value may also be referred to as a condition during the various
steps of the metabolomic data analysis. See also attribute value.

The original set of information that is processed by an algorithm to create one or
more subsets of information. A subset entity list is referred to as the child of a par-
ent entity list.
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Peptide

Peptide bond

Permutation

Phenotype

Polarity

Pooled sample

Prediction

Principal component

Principal component analysis

Definitions

Linear chain of amino acids that is shorter than a protein. The length of a peptide is
sufficiently short that it is easily made synthetically from the constituent amino
acids.

The covalent bond formed by the reaction of a carboxyl group with an amine group
between two molecules, e.g., between amino acids.

Any of the total number of subsets that may be formed by the combination of indi-
vidual parameters among the independent variables. For example the number of per-
mutations of A and B in variable ® in combination with X, Y, and Z in variable 8
equals six (6 = 2 x 3) and may be represented as AX, AY, AZ, BX, BY, and BZ. Note
that the permutations within a variable are not relevant such as AB, XY, XZ, and YZ.

Measurable and observable characteristics of a sample from an organism as a result
of its genotypic interaction with the environment.

The condition of an effect as being positive or negative, additive or subtractive, with
respect to some point of reference, such as with respect to the concentration of a
metabolite.

When the amount of available biological material in very small samples may be com-
bined into a single sample (pooled) and then split into different aliquots for multiple
analyses. By pooling the sample, sufficient material exists to obtain replicate analy-
ses of each sample where formerly there was insufficient material to obtain repli-
cate analytical results. The trade-off loss of information about the biological
variation that was formerly present in each unique sample is offset by a gain in sta-
tistical significance of the results.

A statistically significant conclusion made regarding the identity and/or characteris-
tics of a sample by using knowledge from the prior evaluation of samples with
known identities and/or characteristics.

Transformed data into axes, or principal components, so that the patterns between
the axes most closely describe the relationships between the data. The first princi-
pal component accounts for as much of the variability in the data as possible, and
each succeeding component accounts for as much of the remaining variability as
possible. The principal components often may be viewed, and interpreted, most
readily in graphical axes with additional dimensions represented by color and/or
shape representing the key elements (independent variables) of the hypothesis. This
is part of the principal component analysis process employed by Mass Profiler Pro-
fessional.

The mathematical process by which data containing a number of potentially cor-
related variables is transformed into a data set in relation to a smaller number of
variables called principal components which account for the most variability in the
data. The result of the data transformation leads to the identification of the best
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Proteomics

Quality

Recursive

Recursive feature finding

Reduction

Regression analysis

Replicate

Sample

Definitions

explanation of the variance in the data, e.g. identification of the meaningful informa-
tion. Also known as PCA.

The study of the structure and function of proteins occurring in living organisms.

A feature, attribute, and/or characteristic element whose presence, absence, or
inability to be properly ascertained because of instrumental factors, contributes to
the assessment of whether a sample is or is not representative of the larger speci-
men.

Reapplying the same algorithm to a subset of a previous result in order to generate
an improved result.

A multi-step process in the class prediction and metabolomics workflows that
improves the accuracy of finding statistically significant features in sample data
files. Step 1: Find untargeted compounds by molecular feature in MassHunter Quali-
tative Analysis. Step 2: Filter the molecular features in Mass Profiler Professional.
Step 3: Find targeted compounds by formula in MassHunter Qualitative Analysis.
Importing the most significant features identified using Mass Profiler Professional
back into MassHunter Qualitative Analysis as targeted features improves the accu-
racy in finding these features from the original sample data files.

The process whereby the number of variables in a data set is decreased to improve
computation time and information quality, such as an extracted ion chromatogram
obtained from GC/MS and LC/MS data files. Reduction provides smaller, viewable
and interpretable data sets by employing feature selection and feature extraction.
Also known as dimension reduction and data reduction. This is part of most of the
advanced processes employed by Mass Profiler Professional.

Mathematical techniques for analyzing data to identify the relationship between
dependent and independent variables present in the data. Information is gained from
the estimation, regression, or the sign and proportionality of the effects of the inde-
pendent variables on the dependent variables. This is part of the principal compo-
nent analysis process employed by Mass Profiler Professional. Also known as
regression.

Multiple identical samples collected from a population so that the sample evaluation
results in a value that more closely approximates the true value.

A part, piece, or item that is taken from a specimen and understood as being repre-
sentative of the larger specimen (e.g., blood sample, cell culture, body fluid, aliquot)
or population. An analysis may be derived from samples taken at a particular geo-
graphical location, taken at a specific period of time during an experiment, or taken
before or after a specific treatment. A small number of specimens used to represent
a whole class or group.
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Sample class prediction

Sampling

Signature

Specimen

Spike

Standard

Standard deviation

State

Statistics

Subject

Supervised learning

Definitions

Assigning class membership of a sample based on the results of applying an algo-
rithm that was developed through the prior analysis of samples with known class
membership. Also known as a workflow used to build a model and classify samples
from mass spectrometry data. Also see Class prediction.

The process of taking samples that have a statistical representation of the popula-
tion under evaluation.

An identifying characteristic of a sample that is distinctive of all samples from the
same class.

An individual organism, e.g., a person, animal, plant, or other organism, of a class or
group that is used as a representative of a whole class or group.

The specific and quantitative addition of one or more compounds to a sample.

A chemical or mixture of chemicals used to compare the quality of analytical results
or to measure and compensate the precise offset or drift incurred over a set of anal-
yses.

A measure of variability among a set of data that is equal to the square root of the
arithmetic average of the squares of the deviations from the mean. A low standard
deviation value indicates that the individual data tend to be very close to the mean,
whereas a high standard deviation indicates that the data is spread out over a larger
range of values from the mean.

A set of circumstances or attributes characterizing a biological organism at a given
time. A few sample attributes may include temperature, time, pH, nutrition, geogra-
phy, stress, disease, and controlled exposure.

The mathematical process employed in manipulating numerical data from scientific
experiments to derive meaningful information. This is part of the principal compo-
nent analysis, t-test, and ANOVA processes employed by Mass Profiler Professional.

A chemical or biological sample taken from a specimen, or a whole specimen, that
undergoes a treatment, experiment, or an analysis for the purposes of further under-
standing.

A process employed in data analysis that uses knowledge of the phenotype to sim-
plify the data (i.e., reduce the number of entities) to retain the entities that provide
the best correlation to the characteristics (conditions) involved in the particular
analysis. The goal of supervised learning is to identify a mathematical relationship
that accurately associates the entities in your samples to the conditions in your
interpretation; for example, when you are evaluating qualitative samples represent-
ing diseased versus healthy samples, or when you are evaluating quantitative sam-
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Survey

t-Test

Training data set

Unidentified compound

Validate

Validation

Validation data set

Variable

Volume

Wizard

Definitions

ples representing degree of disease progression or response to therapy.
Unsupervised learning techniques are applied to your data when the experiment
involves samples with unknown relationships to the conditions.

Collection of samples from less than the entire population in order to estimate the
population attributes.

A statistical test to determine whether the mean of the data differs significantly
from that expected if the samples followed a normal distribution in the population.
The test may also be used to assess statistical significance between the means of
two normally distributed data sets. See also ANOVA.

Samples that have known functional or sample classification and are used to create
a class prediction model.

Chromatographic components that are only uniquely denoted by their mass and
retention times and which have not been assigned an exact identity, such as com-
pound name and molecular formula. Unidentified compounds are typically produced
by feature finding and deconvolution algorithms. See also Identified Compound.

To prove the correctness of the sample classification resulting from the application
of an algorithm to known samples that were not part of the training data set, and
judging the results based on the desired statistical significance.

The process of evaluating a class prediction algorithm by comparing the sample
classification results to the known class membership.

Samples that have known functional or sample classification, that were not part of
the training data set, and that are used to validate a class prediction model.

An element in a data set that assumes changing values, e.g., values that are not
constant over the entire data set. The two types of variables are independent and
dependent.

The area of the extracted compound chromatogram (ECC). The ECC is formed from
the sum of the individual ion abundances within the compound spectrum at each
retention time in the specified time window. The compound volume generated by
MFE is used by Mass Profiler Professional to make quantitative comparisons.

A sequence of dialog boxes presented by Mass Profiler Professional that guides you
through well-defined steps to enter information, organize data, and perform analy-
ses.
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